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Abstract: In this study, we consider a variant of the Bilevel Uncapacitated Facility Location Problem (BLUFLP), in which the clients choose suppliers based on their own preferences. We propose and compare three metaheuristic approaches for solving this problem: Particle Swarm Optimization (PSO), Simulated Annealing (SA), and a combination of Reduced and Basic Variable Neighborhood Search Method (VNS). We used the representation of solutions and objective function calculation that are adequate for all three proposed methods. Additional strategy is implemented in order to provide significant time savings when evaluating small changes of solution’s code in improvement parts. Constructive elements of each of the proposed algorithms are adapted to the problem under consideration. The results of broad computational tests on modified problem instances from the literature show good performance of all three proposed methods, even on large
problem dimensions. However, the obtained results indicate that the proposed VNS-based has significantly better performance compared to SA and PSO approaches, especially when solving large-scale problem instances. Computational experiments on large scale benchmarks demonstrate that the VNS-based method is fast, competitive, and able to find high-quality solutions, even for large-scale problem instances with up to 2000 clients and 2000 potential facilities within reasonable CPU times.
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1. INTRODUCTION

In this study, we consider the bilevel uncapacitated facility location problem (BLUFLP), introduced by Hanjoul et al. in [11]. We start from a given set $I$ of $M$ potential sites for locating facilities, and a set $J$ of $N$ clients. The costs of assigning clients to facilities are given by a cost matrix $C$. The clients’ preferences to be served by facilities are defined by a matrix $G$. Opening a facility at certain location assumes certain additional cost. The problem is to choose the facilities that are to be opened and to assign the clients to the opened facilities so that the sum of fixed costs for opening facilities and the total cost for servicing the clients is minimized. The problem involves two stages of decision making:

- at the upper level, a set of facilities to be opened is chosen,
- at the lower level, the clients are assigned to these facilities by taking into account the clients’ preferences.

Several reformulations of the BLUFLP as a single-level location problem with some additional constraints are proposed in Gorbachevskaya [10]. In Hansen et al. [15], the authors introduced another reformulation of the problem, and showed that it dominates the three previous ones from the literature, regarding their linear programming relaxations.

Cónovas et al. [4] developed several valid inequalities for the BLUFLP. They combined them and got preprocessing rules that were applied to the model to obtain a reduced and tighter formulation. Computational experiments were carried out on a modified subset of standard ORLIB instances [2] for the uncapacitated facility location problem, involving up to 100 customers and 75 potential facility locations. The results of the computational study indicate that the proposed approach may be successfully incorporated in a more general framework, such as branch-and-bound algorithms, in order to improve lower bounds and the overall efficiency of the algorithm.

Alekseeva et al. in [1] considered a variant of the problem with a fixed number of facilities to be opened, named the p-median problem with clients’ preferences. The authors also designed a genetic algorithm for solving this problem [1]. The
proposed method was benchmarked on a specific set of test instances, which include some essentially sparse matrices of transportation costs, meaning that transportation is not possible for each pair facility–client.

Vasilyev et al. [34] presented a new formulation of the BLUFLP, based on a family of valid inequalities that are related to the problem on a pair of matrices and the set packing problem. A cutting plane method is implemented for calculating the corresponding lower bounds. The proposed cutting plane algorithm was further incorporated in two versions of a branch-and-cut method in order to find an optimal solution. The simulated annealing method is proposed for obtaining the upper bounds of the optimal solution used in the proposed branch-and-cut methods. Numerical experiments are conducted on the same benchmark set as in [4], including test instances of relatively small dimensions ($M \leq 75$, $N \leq 100$). Computational results from [34] approve the efficiency of the implemented branch-and-cut methods when solving the considered BLUFLP test instances.

The purpose of this study is to develop metaheuristic methods that are able to solve BLUFLP instances of real-life dimensions. Inspired by the results presented in [25], we design and implement advanced variants of three metaheuristics: Particle Swarm Optimization, Simulated Annealing and Variable-Neighborhood Search, which are tailored to the BLUFLP. The proposed metaheuristic methods are benchmarked on the generated data set involving up to 2000 clients and 2000 potential facility locations, and the obtained results are analyzed and compared.

The remainder of the paper is organized as follows. Section 2 provides mathematical formulation of the BLUFLP. Section 3 gives a description of the implementation of the proposed metaheuristics for solving the BLUFLP. Results of the computational experiments and comparisons of the algorithms’ performance are presented in Section 4. In Section 5, we draw out some conclusions, and give directions for a future work.

### 2. MATHEMATICAL FORMULATION

The formulation involves the following notation:

- $I = \{1, ..., M\}$ is the set of potential facilities;
- $J = \{1, ..., N\}$ is the set of clients;
- $f_i \geq 0$ is the cost of opening the facility $i \in I$;
- $C = [c_{ij}], c_{ij} \geq 0, i \in I, j \in J$, is the matrix of the production and delivery costs for servicing the clients;
- $G = [g_{ij}], g_{ij} \geq 0, i \in I, j \in J$ is the clients’ preference matrix $M \times N$. More precisely, if $g_{i_1j} < g_{i_2j}$, then the client $j$ prefers facility $i_1$ to facility $i_2$.

Two sets of binary decision variables are used: $x_{ij} \in \{0, 1\}, i \in I, j \in J$ and $y_i, i \in I$. Variable $x_{ij} \in \{0, 1\}$ takes the value of 1 if the client $j$ is served by facility $i$,
and 0 otherwise. Variable \( y_i, i \in I \) is equal to 1 if the facility \( i \) is opened, and 0 otherwise.

Using the notation given above, the problem is formulated as in the study of Hansen et al. [15]:

\[
\min_y \sum_{i \in I} \sum_{j \in J} c_{ij} x^*_i(y) + \sum_{i \in I} f_i y_i
\]  

(1)

subject to:

\[
y_i \in \{0, 1\} \quad \text{for every } i \in I
\]  

(2)

where \( x^*_i(y) \) is the optimal solution of the client problem:

\[
\min_x \sum_{i \in I} \sum_{j \in J} g_{ij} x_{ij}
\]  

(3)

subject to:

\[
\sum_{i \in I} x_{ij} = 1 \quad \text{for every } j \in J,
\]  

(4)

\[
x_{ij} \leq y_j \quad \text{for every } i \in I, j \in J,
\]  

(5)

\[
x_{ij} \in \{0, 1\} \quad \text{for every } i \in I, j \in J.
\]  

(6)

The objective (1) of the upper level problem minimizes the cost of servicing the clients and opening the facilities. Objective function (3) of the lower level problem guarantees that the clients are served in conformity with their preferences. Constraints (4) ensure that each client is served by exactly one facility. Inequalities (5) indicate that a client can be served only by an open facility. Finally, constraints (2) and (6) indicate binary nature of variables \( y_i \) and \( x_{ij} \), respectively.

The BLUFLP is NP-hard in the strong sense. In the case that clients’ preferences at the lower level properly correspond to the transportation costs at the upper level, the BLUFLP is equivalent to the well known uncapacitated facility location problem [5]. If there are no fixed costs for opening facilities, i.e. \( f_i = 0 \) for all \( i \in I \), this case of the BLUFLP is still NP-hard in the strong sense. If \( c_{ij} = -g_{ij} \) for all \( i \in I, j \in J \), the problem can be solved in polynomial time, as it was proved by Hansen et al. in [15].

3. PROPOSED METAHEURISTIC METHODS

We have employed three well-known metaheuristics for solving the BLUFLP: Particle Swarm Optimization, Simulated Annealing, and a Variable-Neighborhood Search based method. All three approaches are adopted to the problem under consideration. In the following subsections, the proposed algorithms will be explained in more details.
3.1. Solution’s encoding and objective function calculation

Although these algorithms use different strategies to explore the search space and to look for global minimum, they have two common aspects: solution encoding, and objective function calculation.

All three metaheuristic methods use a binary encoding. Each solution is represented by a binary string of the length \( M = |I| \). Each bit in the solution encoding corresponds to one potential facility location. If the bit on the \( i \)-th position in the solution encoding takes the value of 1, it means that a facility is located at the \( i \)-th location. Zero on the \( i \)-th position in the solution encoding indicates that the \( i \)-th location is not chosen for establishing a facility.

Indices of established facilities are easily obtained from the solution encoding. For each client \( j \in J \), we sort the array of potential facilities according to preferences of the client \( j \). This information is stored in the matrix of sorted preferences \( G_s \), where each row corresponds to one client and stores the array of sorted facilities, ordered from the most preferred to the least preferred. By using the matrix of sorted clients’ preferences \( G_s \), we speed up the objective function calculation since it is called many times during the run of all three algorithms.

For each client \( j \), we are searching through the \( j \)-th row of the matrix \( G_s \), looking for the first established facility in the sorted array assigned to client \( j \). This will obviously be the established facility that client \( j \) prefers the most. Corresponding transportation costs are added to the objective function value. In this way, the assignment procedure is performed and the sum of transportation costs is calculated. Finally, the objective function value is obtained by adding opening costs for each established facility to total transportation costs.

The proposed metaheuristic methods often perform the inversion of a bit value in a solution encoding, looking for possible improvements. Since inversion procedure is applied many times, recalculation of the objective function value for every newly created solution will significantly prolong the total running time. For this reason, we have implemented an efficient strategy, which quickly returns objective function value of a new solution, obtained by opening/closing a single facility in the current solution. This strategy performs only partial recalculations of objective function of the current solution and therefore, provides valuable time savings. Similar ideas for accelerating the swap procedure when solving location problems with fixed number of facilities can be found in [1], [12], and [30].

The function \( \text{Invert} \) starts from a given solution \( x \), its objective function \( f(x) \) (previously calculated) and the index of facility \( i \) to be opened/closed. If the \( i \)-th bit in the solution encoding is changed from 0 to 1, this is equivalent to opening facility at location \( i \). Instead of recalculating objective function value, we go through the array of clients and check if the newly opened facility \( i \) is more preferable for a client \( j \in J \), compared to the one currently assigned. If the answer is yes, we assign the client \( j \) to facility \( i \) and update transportation costs in the objective function value. Finally, we need to add fixed cost for opening facility at position \( i \).

Similar procedure is performed if the facility at position \( i \) is closed by inverting bit value \( x(i) \) from 1 to 0. We search the array of clients and identify all clients \( j \in J \)
that were previously assigned to facility \( i \), which is now closed. For each such a client \( j \), we go through the \( \ell \)-th row of sorted matrix of clients’ preferences \( G_s \), and find an opened facility \( i' \) that the client \( j \) prefers the most. We further assign \( j \) to \( i' \) and update transportation costs. At the end, we subtract fixed cost for opening facility at location \( i \) from the objective function value.

The output of the \textit{Invert} function is a new solution \( x' \) with inverted bits on position \( i \) and its objective function value. The pseudocode of \textit{Invert} procedure is shown in Algorithm 1.

Invert function KwEacheach InputinputOutputoutput Solution \( x \);
Objective value cost of the solution \( x \);
Index of facility \( i \) to be opened/closed; New solution \( x' \);
Objective value of the solution \( x' \);
fcount ← the number of active facilities in \( x 
\)
x' ← \( x \)
\( x'(i) = 1 \)
fcount ← fcount + 1 fcount is 0
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facility \( i \) is open
client \( j \in J \) prefers newly opened facility \( i \) more than the previously assigned
one assign client \( j \) to facility \( i \) update cost with \( C_{ij} \)
cost ← cost + \( f_i \) facility \( i \) is closed client \( j \in J \) was assigned to facility \( i \) find
the best preferred open facility \( i' \) for client \( j \)
by using matrix \( G_s \) update cost with \( C_{ij} \)
cost ← cost - \( f_i \)
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3.2. Particle Swarm Optimization (PSO)

Particle Swarm Optimization method (PSO) is a nature inspired, population-based metaheuristic that uses the idea of natural swarm intelligence, see [17], [19]. Particles in a swarm behave as simple and non-sophisticated agents that cooperate by an indirect communication medium, and perform movements in the decision space. In the literature, the PSOs have been successfully designed for both continuous and discrete optimization problems [18], [28] and [31].

In the proposed PSO for solving the BLUFLP, a swarm consists of \( S = 60 \) particles moving around in a \( M \)-dimensional search space. The number of particles \( S \) is a parameter that may be varied.

Particles are first randomly generated by setting the bit values (0 or 1) of the corresponding particle vectors with certain probability. Each particle \( p_k \), \( k = 1, 2, ..., S \) has assigned information on its current position \( Y_k \), the best visited position \( B_k \), and velocity \( v_k \). A position of a particle is represented by a binary vector \( Y_k \) of length \( M \) and corresponds to a candidate solution in the search space. The velocity of a particle \( v_k \) is also a vector of length \( M \) with elements that take real values between \([-v_{\text{max}}, v_{\text{max}}]\), where \( v_{\text{max}} \) is a pre-determined parameter. If an element of the velocity vector \( v_k \) exceeds \( v_{\text{max}} \) or \( -v_{\text{max}} \), it will be reset to \( v_{\text{max}} \) or \( -v_{\text{max}} \), respectively.

In each iteration of the PSO, each particle successively adjusts its position \( Y_k \) in respect to the best position \( B_k \) visited by itself and the best position visited by the whole swarm. The flying direction of a particle also depends on a cognitive
learning parameter $q_p$, and a social learning parameter $q_g$. Parameters $q_p$ and $q_g$ represent the attraction that a particle will fly to, either toward its own success or towards the success of the best-positioned particle, respectively. Parameter $\omega$ (denoted as *inertia weight*) controls the impact of the previous velocity of a particle on its current velocity. For large values of $\omega$, the impact of the previous velocities will be much higher, while smaller values encourage search around current particle position. The *inertia weight* parameter represents a trade-off between global exploration and local exploitation. The values of variables $F_p$ and $F_g$ are randomly chosen from the interval $(0, 1)$.

Since we are dealing with a discrete problem with binary variables, the velocity of a particle is associated with the probability that a particle’s bit will take the value of 1. Therefore, a *sigmoid function* $S(v) = 1/(1 + e^{-v})$ is used to normalize the velocities values into the interval $[0, 1]$ (see paper by Kennedy et al. [18]). A random number $u$ is generated in the same range. If the generated number $u$ is less than the normalized velocity value of a particle $S(Y_k[d])$, the decision variable $Y_k[d]$ is initialized to 1, otherwise the value 0 is assigned to $Y_k[d]$, for each dimension $d = 1, 2, \ldots, M$.

If a particle $p_k$ has moved to better position compared to its best local solution, the best local position $B_k$ is updated. Moreover, if the new best local position is better than the best global one, the best global position $G$ of the swarm is updated. The algorithm stops if the best global solution remains unchanged through the maximal number of PSO iterations (stopping criterion). In this implementation, the maximal number of PSO non-improving iterations is set to $10,000$.

The basic scheme of the proposed PSO method is presented in Algorithm 2.

**Particle Swarm Optimization (PSO)**

- Randomly initialize a particle position vector:
  $Y_k[d] \leftarrow U(0, 1) + 0.5$, for each dimension $d = 1, \ldots, M$
  - Set local best known position to the initial position: $B_k \leftarrow Y_k$
  - Initialize particle velocity: $v_k[d] \leftarrow U(-v_{\text{max}}, v_{\text{max}})$, for each dimension $d = 1, \ldots, M$
  - If particle $p_k$ is better than the global best particle $G$:
    - Maximum non-improving iterations reached:
      - Particle $p_k$, $k = 1, \ldots, S$
      - Dimension $d = 1, \ldots, M$
      - Update particle velocity:
        $v_k[d] \leftarrow \omega v_k[d] + \varphi_p F_p (B_k[d] - Y_k[d]) + \varphi_g F_g (G[d] - Y_k[d])$
        $v_k[d] > v_{\text{max}} \Rightarrow v_k[d] \leftarrow v_{\text{max}}$
        $v_k[d] < -v_{\text{max}} \Rightarrow v_k[d] \leftarrow -v_{\text{max}}$
        $u \leftarrow U(0, 1)$
        $Y_k[d] \leftarrow 1$ if $u < v_k[d]$,
        $Y_k[d] \leftarrow 0$ otherwise.

3.3. Simulated Annealing (SA)

Simulated annealing SA is a single-solution, local-search based optimization technique, inspired by the physical process of the cooling of a metal until it reaches a minimum energy crystalline structure, see [8], [16], and [20]. The key property of the SA method is that it allows hill-climbing moves (which worsen the objective function value) as a mechanism to decrease the probability of converging to a local optimum. It showed to be a simple and efficient method for solving different combinatorial and continuous optimization problems, as in [6], [21], and [33].
In the initialization phase of the proposed SA for the BLUFLP, the number of facilities \( M \), initial temperature \( T = t_0, t_0 \geq 0 \), and a temperature cooling schedule \( t_k \) are defined. We also select a repetition schedule, \( R_k \), that defines the number of iterations executed at each temperature \( t_k \). The proposed SA starts with a randomly generated solution \( x \) that belongs to the search space. The best found solution of the SA is denoted by \( x_{\text{global}} \). Initially, the solution \( x_{\text{global}} \) is equal to the starting solution \( x \).

The SA further proceeds in several iterations. In the main SA loop, the current solution \( x \) is set to the best found solution \( x_{\text{global}} \), and repetition counter \( r \) is set to 0. In the inner SA loop, we randomly generate a solution \( x' \) belonging to a neighborhood of the current solution \( x \). The neighbor solution \( x' \) is obtained by inverting bit value on a randomly chosen position in the encoding of the solution \( x \). The procedure \textit{Invert} is used to calculate the objective function value of the new solution \( x' \) in an efficient way (see Subsection 3.1). We further calculate the difference in objective function values between the current solution and the generated neighboring solution \( \Delta x, x' \). Moves that improve the objective function are always accepted, and the best found solution \( x_{\text{global}} \) is updated. Otherwise, the chosen neighbor \( x' \) is selected with a given probability \( p \), which depends on the current temperature and the amount of degradation \( \Delta x, x' \) of the objective function, i.e. \( p = \exp(-\Delta x, x'/t_k) \). As the algorithm progresses, the probability that we will accept the solution of a lower quality decreases. In this way, we help the algorithm to avoid a local optimum trap. The temperature \( t_k \) decreases after every \( k \) generation, or after the solution has been improved. The algorithm stops if the solution has not been improved through 200,000 consecutive SA iterations. The basic concept of the proposed SA method is shown in Algorithm 3.

**Simulated Annealing**

\[ \text{Invert} \]
\[ \text{Random} \]
\[ \text{InitializeRandom} \]
\[ \text{Initialize} \]

\[ \text{select number of facilities } M \text{ select the temperature change counter } k \text{ select a temperature cooling schedule } t_k \text{ select an initial temperature } T = t_0 \geq 0 \text{ select a repetition schedule, } R_k, \text{ that defines the number of iterations executed at each temperature, } t_k \]

\[ x \leftarrow M \quad x_{\text{global}} \leftarrow x \text{ maximum non improving iterations reached set repetition counter } r = 0 \quad x \leftarrow x_{\text{global}} \quad r = R_k \quad i \leftarrow 1, M \quad x' \leftarrow x, i \text{ better than } x \quad x \leftarrow x' \quad x \leftarrow x' \text{ with probability } \exp(-\Delta x, x'/t_k) \text{ } x \text{ better than } x_{\text{global}} \quad x_{\text{global}} \leftarrow x \text{ break } r \leftarrow r + 1 \quad k \leftarrow k + 1 \]

**3.4. Proposed VNS-based method**

In this section, we present the combination of the Basic Variable Neighborhood Search Method - VNS [13] and its reduced variant - RVNS [14] for solving the BLUFLP. The VNS metaheuristic showed to be successful in solving various discrete location problems, see for example [3], [9], [22], [26], [27], [32], etc. In our VNS-based approach, the RVNS method is employed to provide a good-quality solution, later used as a starting point of the basic VNS algorithm. Throughout VNS loops, we tend to move to a solution that is relatively far from the current one and to perform a systematic search in the neighborhood of the new solution.
Neighborhoods of a given solution \( x \) are defined by taking into account the applied binary encoding of solutions. If the encoding of a solution \( x' \) differs from the encoding of a solution \( x \) in exactly \( k \) bits (\( k = 1, 2, \ldots \)), we say that \( x' \) belongs to the \( k \)-th neighborhood of the solution \( x \), and vice versa.

An initial solution of the RVNS is generated randomly. In the RVNS phase, we try to find an improvement of the current solution in its \( k \)-neighborhood (\( k = 1, 2, \ldots \)) by inverting the bit on a randomly chosen position in the solution encoding. The procedure \textit{Invert} is used to calculate the objective function value of a newly created solution, such that additional time savings are provided (see Subsection 3.1). The RVNS algorithm runs until we reach the maximal number of iterations without any improvement. The best solution obtained by the RVNS is used as the initial solution of the VNS phase.

In the main VNS loop, we first randomly move to a solution in the \( k \)-th neighborhood of the current solution (Shaking phase). We apply Local Search procedure on the new solution, trying to find a new local extremum (Local Search phase). If the best solution is improved, we perform \textit{Shake} and \textit{Local search} in the \( k \)-th neighborhood of this new, improved solution. Otherwise, we keep the current best solution, and change the size of the neighborhood from \( k \) to \( k + 1 \). At the beginning of the VNS part, the value of parameter \( k_{\text{max}} \) is set to \( \min([M/3], 30) \), where \( M = |I| \). The main VNS loop is repeated until the maximal number of VNS iterations without improvement of the best solution is reached (500 in this VNS implementation). The pseudocode of the proposed VNS-based method for the BLUFLP problem is presented in Algorithm 6.

RandomInitializeRandomInitialize InvertInvert RandomRandom MinMin Shake-Shake LocalSearchLocalSearch VNS-based method

\[
\begin{align*}
\text{RVNS} & \ x \leftarrow M \ \ k_{\text{max}} \leftarrow 2 \\
& \text{maximum non improving iterations reached} \quad k \leftarrow 1 \quad k \leftarrow k_{\text{max}} \quad i \leftarrow 1 \quad M \ x' \leftarrow x, i \ x' \text{ better than } x \quad x \leftarrow x' \quad \text{break} \quad k \leftarrow k + 1 \\
& \text{VNS} \ k_{\text{max}} \leftarrow [M/3], 30 \quad \text{maximum non improving iterations reached} \quad k \leftarrow 2 \quad k \leftarrow k_{\text{max}} \quad x' \leftarrow x, k \quad x'' \leftarrow x' \quad x'' \text{ better than } x \quad x \leftarrow x'' \quad \text{break} \quad k \leftarrow k + 1
\end{align*}
\]

4. COMPUTATIONAL RESULTS

In this section, computational results and comparisons of the proposed metaheuristic methods are presented. All three methods were implemented by using .NET Framework. We used CPLEX 12.4 solver to find optimal solutions (if possible). We imposed no time limit on the run of CPLEX solver. All tests were run on an Intel Core i7-860 2.8 GHz (quad-core processor) with 8GB RAM memory under Windows 7 Professional operating system.

Computational experiments are carried out on four data sets from the literature, adapted for the BLUFLP, and three randomly generated data sets. Each proposed metaheuristic method was run 20 times on each tested instance. Parameter values used in metaheuristics were tuned experimentally in order to provide best performance of an algorithm in the sense of solution quality.
We have first considered test instances from the literature, originally introduced for single and multiple level uncapacitated facility location problem, which involve up to \( N = 2000 \) clients and \( M = 2000 \) potential facilities:

- **Data set 1**: Standard ORLIB data set from [2], initially designed for the UFLP. This data set contains small and medium size test problems with \( 50 \leq N \leq 1000 \) clients, and \( 16 \leq M \leq 100 \) potential facilities;
- **Data set 2**: Modified UFLP instances, generated from standard ORLIB data set. These instances are proposed in [23], and include \( 50 \leq N \leq 1000 \) clients and potential facilities;
- **Data set 3**: Modified \( M^* \) data set introduced in [29]. It contains large scale instances with \( 300 \leq N \leq 2000 \) and \( 300 \leq M \leq 2000 \);
- **Data set 4**: Modified \( M^* \) instances from [23]. This is a challenging large-scale data set involving \( 300 \leq n \leq 2000 \) clients, and \( 300 \leq m \leq 2000 \) potential facilities.

Instances in the used Data sets 1-4 contain fixed costs \( f_i \) for establishing a facility at a position \( i \in I \). Transportation costs are used as the costs \( c_{ij} \) for servicing a client \( j \) by facility \( i \) for each pair \( i \in I, j \in J \), while clients’ preference matrix is created in respect to distance matrix. For each client \( j \in J \), the array of distances \( d_{ij}, i \in I \) is sorted in ascending order, and then small perturbations of the sorted array are performed, i.e. 5-10% of the elements in the array exchange positions. In this way, we obtain the array \( d_{i1j}, \ldots, d_{iMj} \) which defines client’s preferences \( g_{pj1}, \ldots, g_{pjM} = M \). This procedure is performed for each client \( j \in J \). For some instances from the data sets, different perturbation levels are applied, resulting in several modifications of the original instance for the BLUFLP.

Note that data sets used for computational studies in [4] and [34] were obtained by modifying the ORLIB instances [2] for the UFLP of smaller dimensions, while the customers’ preferences are generated by using uniform distribution [4]. These instances were separated into three blocks: the first block contains the problems with \( N = 50 \) customers and \( M = 50 \) potential facility locations; the second block consists of the problems of size \( N = 75 \) and \( M = 50 \); and the third block involves instances with \( N = 100 \) and \( M = 75 \). Unfortunately, these test instances were unavailable to us, and therefore we could not perform exact comparisons. Since the dimensions of instances used in [4] and [34] are relatively small, these test problems do not represent a challenge for the metaheuristic method proposed in this paper.

In Table 1, we provide computational results and comparisons of the considered methods on instances from Data sets 1-4. For each instance, we present optimal solution obtained by CPLEX 12.4 solver and its running time ("-" stands if no optimal solution was found). For each of the three proposed metaheuristics, the results are presented as follows.
(i) The best solution *Best.Sol* on the current instance. If *Best.Sol* is equal to optimal solution obtained by CPLEX, *opt* is written. Note that the optimal solutions and the best results of all three metaheuristics are bolded in Tables 1-4.

(ii) Average running time *t* (s), in which the algorithm reaches optimal solution or obtains its best solution (in seconds).

(iii) Average gap *agap* (%) from the optimal/best solution through 20 runs. Average gap is calculated as 
\[ \text{agap} = \frac{1}{20} \sum_{i=1}^{20} \text{gap}_i, \] 
where \( \text{gap}_i = 100 \cdot \frac{\text{sol}_i - \text{Best.Sol}}{\text{Best.Sol}} \), \( i = 1, \ldots, 20 \) and *Best.Sol* is the optimal/best solution on the current instance.

(iv) Standard deviation \( \sigma(\%) \) from the optimal/best solution through 20 runs, obtained as 
\[ \sigma = \sqrt{\frac{1}{20} \sum_{i=1}^{20} (\text{gap}_i - \text{agap})^2}. \]

As it can be seen from Table 1, the CPLEX 12.4 was able to solve only instances with up to 50 clients, and 50 potential facilities to optimality. The proposed VNS-based approach outperformed the PSO and the SA in the sense of solutions quality: it reached all optimal solutions and provided best solutions for all test instances. The values in *agap* (%) column indicate its high reliability in providing all optimal/best solutions. As the *t* (s) column shows, in some cases the VNS method is slower compared to PSO or SA approaches, but its running times are still relatively short, even for the largest tested instances with 2000 nodes. The proposed PSO shows the worst performance regarding solutions quality, but its running times are short, while the SA showed slightly better performance compared to PSO.

We have further benchmarked our methods on three newly generated sets of instances, which include up to \( N = 2000 \) clients and \( M = 2000 \) facilities. The instances are created in a similar way as done in a study by Hansen et al. [15]. In a square \( [0,N] \times [0,N] \) in two-dimensional plane, we randomly choose \( N \) points for locations of clients and \( M \) points for locations of facilities. Fixed costs for establishing a facility \( j \in J \) is equal to \( f_j = \sqrt{N} \), while the elements of cost matrix are obtained as \( c_{ij} = d_{ij} \). Following the idea from [15], clients’ preferences are initially sorted according to their corresponding distances, and then we perform some random changes by using three different strategies, producing three new benchmark sets.

- **Data set 5:** In this data set, for each client \( j \in J \), we randomly choose \( \lfloor M/8 \rfloor \) pairs of facilities and exchange their preferences for the client \( j \). In this way, around 25% of preferences are changed for each client.

- **Data set 6:** In this group of instances, for each client \( j \in J \), we randomly choose the subset of \( \lfloor M/10 \rfloor \) facilities and assign them randomly generated preference values that are between minimal and maximal preference value for this client.
<table>
<thead>
<tr>
<th></th>
<th>VNS</th>
<th>PSO</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best.Sol. (%)</td>
<td>0.409</td>
<td>0.828</td>
<td>-</td>
</tr>
<tr>
<td>σ (%)</td>
<td>0.172</td>
<td>0.007</td>
<td>0.093</td>
</tr>
<tr>
<td>opt</td>
<td>1248142.9</td>
<td>1248142.9</td>
<td>-</td>
</tr>
<tr>
<td>cap-50-25</td>
<td>0.007</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>cap-50-16</td>
<td>0.047</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 1: Results and comparisons on Data sets 1-4
• Data set 7: In this data set, preferences are multiplied with the values obtained by normal distribution $N(0, 0.2)$ on the interval $[-1, 1]$, i.e. $g_{ij} = d_{ij} f(r_{ij}; 0, 0.2)$, where $r_{ij}$ is randomly chosen value from $[-1, 1]$, and $f$ is corresponding Gaussian function.

Tables 2-4 show the results of conducted computational experiments on Data sets 5-7. As it can be seen from Tables 2-4, all three metaheuristics reached optimal solutions, previously obtained by CPLEX solver in significantly shorter CPU time. The exception is PSO method, which failed to obtain optimal solution for instance $N = 100, M = 50$ from Data set 7 (see Table 4). On other instances from Data sets 5-7 that were out of reach for CPLEX, all three proposed methods provided solutions in relatively short CPU time, considering problem dimensions, but the quality of the obtained solutions is different. From columns Best.Sol in Tables 2-4, it can be seen that the VNS outperforms both PSO and SA in the sense of solution quality. On all considered instances from Data sets 5-7, the VNS produced the best solutions compared to two other methods, with exception of several cases in which the PSO and SA produced the same solution as the VNS. The percentage of the obtained best solutions of PSO, SA, and VNS methods on Data sets 5-7 is as follows.

• Data set 5: PSO 50%, SA 75% and VNS 100%;
• Data set 6: PSO 45%, SA 65% and VNS 100%;
• Data set 7: PSO 47%, SA 53% and VNS 100%.

From the results presented in Tables 2-4, we can see that the VNS showed good stability through all 20 runs when solving instances from Data sets 5-7. Although clients’ preferences in these data sets were generated by different strategies, which ensure various perturbation levels of initial preferences, the VNS showed excellent performance in all three cases. Low values of average gap $\text{agap}(\%)$ and standard deviation $\sigma(\%)$ presented in Tables 2-4 clearly indicate good stability and reliability of the proposed VNS approach for solving the BLUFLP.

Regarding columns $t(s)$ in Tables 2-4, we may notice that on smaller size instances, the VNS obtains the best solutions in shortest CPU time compared to both SA and PSO. On larger problem dimensions, the proposed PSO method has, generally, the shortest running times (but the worst solutions’ quality), while the VNS performs faster compared to the SA approach. In general, we may conclude that the running times of all three proposed metaheuristics are reasonably short, having in mind the dimensions of considered problem instances.
Table 2: Results and comparisons on Data set 5

<table>
<thead>
<tr>
<th>Data Set</th>
<th>m</th>
<th>n</th>
<th>CPLEX</th>
<th>PSO</th>
<th>SA</th>
<th>VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>16</td>
<td></td>
<td>489.062</td>
<td>0.155</td>
<td>opt</td>
<td>0.006</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>opt</td>
<td>0.021</td>
</tr>
<tr>
<td>100</td>
<td>33</td>
<td></td>
<td>1446.460</td>
<td>0.466</td>
<td>opt</td>
<td>0.027</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td></td>
<td>299.290</td>
<td>0.346</td>
<td>opt</td>
<td>0.044</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td></td>
<td>1045.440</td>
<td>0.755</td>
<td>opt</td>
<td>0.055</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td></td>
<td>681.343</td>
<td>2.232</td>
<td>opt</td>
<td>0.180</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td></td>
<td>24627.296</td>
<td>62.915</td>
<td>opt</td>
<td>0.297</td>
</tr>
<tr>
<td>500</td>
<td>160</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1000</td>
<td>200</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1000</td>
<td>330</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Set</th>
<th>m</th>
<th>n</th>
<th>CPLEX</th>
<th>PSO</th>
<th>SA</th>
<th>VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>500</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2000</td>
<td>500</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Set</th>
<th>m</th>
<th>n</th>
<th>CPLEX</th>
<th>PSO</th>
<th>SA</th>
<th>VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>1000</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2000</td>
<td>2000</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N</td>
<td>M</td>
<td>CPLEX</td>
<td>PSO</td>
<td>SA</td>
<td>VNS</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>t(s)</td>
<td>t(s)</td>
<td>fopt (%)</td>
<td>t(s)</td>
<td>fopt (%)</td>
</tr>
<tr>
<td>50</td>
<td>16</td>
<td>383.219</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>308.805</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>100</td>
<td>33</td>
<td>1072.120</td>
<td>0.034</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>200.371</td>
<td>0.055</td>
<td>0.087</td>
<td>0.119</td>
<td>opt</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>756.914</td>
<td>0.056</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>15739.1</td>
<td>0.037</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>12478.8</td>
<td>0.018</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
</tr>
<tr>
<td>50</td>
<td>160</td>
<td>14278.8</td>
<td>0.181</td>
<td>3.256</td>
<td>1.900</td>
<td>opt</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>46245.730</td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>-</td>
<td>-</td>
<td>9445.287</td>
<td>8.692</td>
<td>0.934</td>
</tr>
<tr>
<td>100</td>
<td>330</td>
<td>-</td>
<td>-</td>
<td>35647.710</td>
<td>48.820</td>
<td>4.164</td>
</tr>
<tr>
<td>500</td>
<td>500</td>
<td>-</td>
<td>-</td>
<td>7149.432</td>
<td>64.587</td>
<td>6.631</td>
</tr>
<tr>
<td>100</td>
<td>500</td>
<td>-</td>
<td>-</td>
<td>29051.094</td>
<td>28096.628</td>
<td>29051.094</td>
</tr>
<tr>
<td>500</td>
<td>1000</td>
<td>-</td>
<td>-</td>
<td>137455.52</td>
<td>137213.97</td>
<td>137455.52</td>
</tr>
<tr>
<td>2000</td>
<td>1000</td>
<td>-</td>
<td>-</td>
<td>849810.26</td>
<td>83060.457</td>
<td>849810.26</td>
</tr>
<tr>
<td>2000</td>
<td>2000</td>
<td>-</td>
<td>-</td>
<td>81593.345</td>
<td>81593.345</td>
<td>81593.345</td>
</tr>
</tbody>
</table>
Table 4: Results and comparisons on Data set 7

<table>
<thead>
<tr>
<th>N</th>
<th>M</th>
<th>t (s)</th>
<th>CPLEX</th>
<th>PSO</th>
<th>SA</th>
<th>VNS</th>
<th>Opt.Sol.</th>
<th>Best.Sol.</th>
<th>t (s)</th>
<th>a</th>
<th>ap (%)</th>
<th>σ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>16</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
<td>0.010</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>33</td>
<td>0.026</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>opt</td>
<td>0.026</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.081</td>
<td>0.139</td>
<td>0.134</td>
<td>0.134</td>
<td>0.139</td>
<td>opt</td>
<td>0.081</td>
<td>0.139</td>
<td>0.134</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.248</td>
<td>0.410</td>
<td>0.173</td>
<td>0.173</td>
<td>0.410</td>
<td>opt</td>
<td>0.248</td>
<td>0.410</td>
<td>0.173</td>
<td>0.173</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>4.045</td>
<td>0.056</td>
<td>0.041</td>
<td>0.041</td>
<td>0.056</td>
<td>opt</td>
<td>4.045</td>
<td>0.056</td>
<td>0.041</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>160</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>330</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>500</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>500</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>1000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>1000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best Sol. (s)</th>
<th>Opt Sol. (s)</th>
<th>Best Sol. (s)</th>
<th>Opt Sol. (s)</th>
<th>Best Sol. (s)</th>
<th>Opt Sol. (s)</th>
<th>Best Sol. (s)</th>
<th>Opt Sol. (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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5. CONCLUSIONS

In this paper, we proposed the Particle Swarm Optimization, Simulated Annealing, and a combination of Reduced and Basic Variable neighborhood search method for solving the Bilevel Uncapacitated Facility Location Problem - BLUFLP. Binary solution encoding was used in all three methods, and an efficient strategy for calculating objective function was implemented. These common elements represent a good basis for possible future hybridization of these methods. Other constructive elements of the proposed metaheuristic approaches were adapted to the problem under consideration. All three metaheuristics were subject to broad computational experiments on several modified data sets from the literature and newly generated data sets with up to 2000 clients and 2000 potential facilities. The obtained results indicate that the combination of Reduced and Basic VNS outperforms both PSO and SA methods, especially in the cases of large-scale problem instances. The VNS-based method shows excellent performance regarding solution quality, stability and running times. It obviously represents a promising metaheuristic for solving the BLUFLP, and has a potential to be applied to solving similar facility location problems.
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