Calibration of a 2D Laser Scanner System and Rotating Platform using a Point-Plane Constraint
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Abstract. The purpose of this study was to produce a low cost 3D scanner system using a rotating 2D laser scanner. There are two key parameters of this system, the rotation axis and the rotation radius. These two parameters were extracted through a calibration procedure. The calibration requires a planar checkerboard calibration pattern. Several poses were scanned to obtain the observation data. The rotation axis and the rotation radius were extracted by solving a linear equation constructed from a point-plane constraint, where all points lie on a plane and have a zero dot product to the surface normal to the plane. This method was tested on a simulation environment by generating synthetic data of the scanned calibration pattern. A comprehensive analysis was carried out to evaluate the performance of the proposed method. From the simulation results, it was demonstrated that this method achieved highly accurate results with an orientation error of 0.018 degree and a radius error of 0.2 cm.
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1. Introduction

In the past few years, intelligent systems has been intensively studied [9, 1, 18, 12]. One of the research field is involving 3D sensing systems, including 3D reconstruction [5], localization [7], path planning [8], segmentation [17, 23], and recognition [21]. 3D data provides more information than a 2D image, allowing better performance of the method. Previous research [21] shows that object recognition using 3D data and a SVM classifier [2, 3] provides better results than using only 2D data.

There are currently several types of 3D sensors available including a stereo camera, time-of-flight camera, structured light camera (Kinect), and 3D laser scanner. Among them, a 3D laser scanner provides the best measurement results. It is able to provide a long-range measurement with relatively low noise. However, despite its excellent performance, the measurement system such as Velodyne HDL-64 is quite expensive compared to other 3D sensors.

A laser range finder (LRF) is a 2D laser scanner system. Its measurement capability is confined to a single scanning plane. However, it is able to provide high precision measurement results for indoor and outdoor applications. A typical outdoor LRF system such as SICK LMS 511 is able to measure an object at 80 m with a statistical error varying from 6 mm to 50 mm, depending on the measured distance and the reflection rate.
Basically, the 2D laser sensor achieves similar measurement performance as a 3D laser scanner. However, the 2D sensor is cheaper than 3D laser measurement systems.

By rotating a 2D laser scanner, a low cost 3D sensing system can be developed. A laser range finder system, such as the SICK LMS series and Hokuyo Lidar series, is able to measure one scanning line from the scene. By combining the scanning results from all rotation angles, the scanning results from the whole scene are obtained.

A rotating 2D laser scanner system is modeled as an object which revolves around an axis. In this system, two parameters are extracted, the rotation axis and the rotation radius. Generally, the rotation axis does not coincide with any axis of the LRF coordinate frame. A calibration method is performed to extract the rotation axis and the rotation radius.

This paper proposes a novel calibration method which is able to extract the rotation axis and rotation radius from a rotating 2D laser scanner system. In this method, a planar calibration pattern was used. The calibration pattern was scanned using several different poses. For each pose, measurement data (points) from a specific rotation angle were obtained. These measured points are represented as virtual points. By rotating the virtual points with their corresponding rotation angle, their original positions, which are the scanned positions, are recovered. A linear equation was constructed based on the relationship among the virtual point, original point, rotation axis, rotation radius, and parameter of the calibration plane. Using the data obtained from several poses of the calibration pattern, the initial estimation of the rotation axis and rotation radius can be extracted by solving the linear equations.

This paper is organized as follows. In the next section, a brief review of the previously available calibration methods is presented. In sections 3 and 4, a comprehensive explanation of the proposed method is covered. Section 3 focuses on the geometrical model while section 4 focuses on the calibration procedure. In section 5, several simulation schemes and their results are presented. Finally, a brief conclusion is presented.

2. Related Works

Calibration methods for a rotating 2D laser system have been studied intensively over the past few years. These proposed methods can be distinguished based on their rotating system geometrical model or calibration pattern.

A calibration method was presented in [10] proposed to use a calibration pattern with the special shape of a stereoscopic checkerboard. This is a 3D pattern with several black cubes placed in a checkerboard formation, forming a checkerboard with extruded black squares. In this method, a rotating LRF and a camera are used. The two sensors are used to scan the calibration pattern. Hence, 3D range data and an intensity image are obtained. In the calibration process, the corresponding corner features from the intensity image and 3D range data are extracted. By analyzing the relationship between these corresponding features, the calibration parameters are extracted.

In addition, another special calibration pattern with a planar arrow shape has been proposed [4]. The author mentioned that by using this right angle outline calibration board, better calibration precision can be obtained. In this algorithm, several important properties

\[1\] This paper is significantly extended from the paper [11] in International Conference on Computational Collective Intelligence Technologies and Applications, 2014.
are considered including the linearity, perpendicular, and co-planarity properties. Using these observable properties, the calibration parameters are calculated.

A pyramid-like calibration pattern has previously been used [26]. The calibration pattern consists of a pyramid with holes where the bold lines indicate virtual polypod legs formed by the intersection of pyramid faces. With this kind of shape, the calibration pattern is reliable and stable for detection.

A calibration method using a conventional checkerboard pattern has been evaluated [19]. This method used a camera as a reference point to determine the relative pose of the 2D laser sensor at two different rotation angles. At each rotation angle, the LRF poses are approximated by performing a camera-LRF calibration procedure. A total of two LRF poses should be extracted. Based on two poses of the rotated LRF sensor, the rotation axis is extracted using a screw decomposition method.

Several calibration methods for a rotating 2D laser scanner system have been developed [20]. This study demonstrates that various constraints encountered in previously available methods can all be modeled as point-plane constraints. Furthermore, this paper proposes a method to minimize line-of-sight errors, which directly model the noise in the laser range finder measurements.

### 3. Geometrical Model

#### 3.1. Notation

A scalar is denoted by the non-bold character $x$. The scalar components of a 3D point or vector are written as $p_x$, $p_y$, and $p_z$. Each of these represents the value of a given 3D point or vector in each corresponding axis.

Points are denoted using the lower case bold character $\mathbf{p}$. Since there are several coordinate frames to consider, a given point can be represented by several notations, according to its reference coordinate frame. As an example, a point $\mathbf{p}$ in a coordinate frame with the origin located at $c$ is denoted as $\mathbf{c}p$. In several cases, the preceding superscript character that represents the reference coordinate frame may be omitted to save space and provide...
more clarity. In this case, the reference coordinate frame is located at the global coordinate frame.

A vector is represented as a bold character with an arrow on top of it, e.g. \( \mathbf{x} \). Meanwhile to define a matrix, an uppercase bold character is used, e.g. \( \mathbf{R} \). A coordinate system with the origin located at \( \mathbf{e} \) is represented as \( \mathbf{e} \).

### 3.2. Rotation System

An illustration of the 3D laser scanner is shown in Fig. 1. The 3D laser scanner system consists of a LRF sensor and a rotational base. In each rotation step, the sensor captures a single scanning line. Hence, by combining the scanning line from each rotation step, a 3D scene from a given environment is obtained.

A detailed illustration of the rotating LRF system is shown in Fig. 2. There are several parameters which should be determined in order to provide a reliable 3D scanning result.

The first parameter of the rotating LRF system is the rotation axis which defines the rotational path. A circular path is formed when a point is rotated along this axis. Fig. 2(a) shows the orientation of the rotation axis.

In this paper, the coordinate system axes of the LRF sensor are defined as follows. The \( z \)-axis points forward while the \( y \)-axis points upward. Thus, the scanning plane lies on the \( yz \) plane. As a result, the \( x \)-axis is perpendicular to the \( yz \) plane following the right-hand rule.

The second parameter of the rotating LRF system is the rotation radius. As shown in Fig. 2(b), the rotation radius can be represented as the length of the translation vector \( \mathbf{t} \). This vector is perpendicular to the rotation axis and its starting point lies on the rotation axis while its end point is located at the LRF origin at the initial rotation angle.

![Fig. 2. Detailed illustration of the rotating system. The perspective view is shown in (a) while the top view is shown in (b). As shown in (a) and (b), the center of rotation and the LRF origin are not located at the same point. Furthermore, the rotation axis orientation is not parallel to the \( y \)-axis of the LRF coordinate frame as shown in (a). The translation vector is drawn as a blue arrow in (b).](image-url)
3.3. Coordinate Frames

An illustration of the calibration system used for the rotating LRF system is shown in Fig. 3. The initial pose of the LRF sensor \( s_0 \) is used as the global coordinate frame and is denoted as \( s_0F \).

The pose of an LRF sensor changes at each rotation angles. At each rotation angle \( \phi \) the LRF sensor moves to \( s_\phi \). Moreover, its coordinate frame is changed from the global coordinate frame point of view. However, the coordinate frame transformation between the initial position and the rotated position was not considered in this study. Using the calibration model presented in this paper, it is not necessary to know the coordinate frame transformation for each rotation step.

A point lying on the rotation axis, \( \vec{u} \), is defined as the rotation center. In the global coordinate frame, the rotation center is located at \( c \), which is \( \vec{r} \) from the origin. At the rotation center, a coordinate frame, \( \vec{F} \), is defined. Despite using the body frame of the rotation system, a coordinate frame with an orientation equal to the global coordinate frame, \( s_0F \), is used.

A calibration pattern with an orientation \( \vec{n} \) is used in the calibration system. This calibration pattern is scanned by the LRF sensor. At each scanning angle \( \theta \) the position of a point that lies on the calibration pattern, relative to the sensor pose, is known as \( s_\phi p_\theta \).

Thus, for each rotation angle, \( \phi \), and scanning angle, \( \theta \), a point, \( p_{\phi,\theta} \), is obtained.

3.4. Virtual Points

In the coordinate frame \( s_0F \), the position of a scanned point, \( p_{\phi,\theta} \), is known. However, its position in the global coordinate frame remains unknown. In this section, the strategy used to define the position of a scanned point in the global coordinate system is explained.

To define the position of the scanned point, \( p_{\phi,\theta} \), in the global coordinate frame, a virtual point, \( p'_{\phi,\theta} \), is generated. A virtual point is defined as shown in (1). In each step of the rotation angle, \( \phi \), the position of the scanned point on the calibration pattern is known \( (s_0p_{\phi}) \). This point corresponds to a virtual point in the LRF at the initial rotation angle.

![Fig. 3. Illustration of the calibration scheme. Note that the coordinate frame orientation in the center of rotation is equivalent to the coordinate frame of the LRF in the initial position.](image)
real point in the local coordinate frame, $s_0 F$, is located at the same position with a virtual point in the global coordinate frame, $s_0 F$. Alternatively, it can be stated that a virtual point satisfies (2). An illustration of this relation is shown in Fig. 4.

$$s_0 p'_{\phi, \theta} = s_0 p_{\theta} \quad (1)$$

$$\|s_0 s_0 - s_0 p'_{\phi, \theta}\| = \|s_0 s_0 - s_0 p_{\theta}\| \quad (2)$$

The relationship between a real point and virtual point is shown in Fig. 3. To obtain a real point, $p_{\phi, \theta}$, a virtual point, $p'_{\phi, \theta}$, should be rotated based on the rotation system. A virtual point in the rotation system coordinate frame can be defined as shown in (3). This relationship is shown clearly in Fig. 4. Since the coordinate frame at the rotation center is equivalent to the global coordinate frame, $s_0 F$, a virtual point, $p'_{\phi, \theta}$, in the center of rotation coordinate frame, $s F$, is equal to the summation of the translation vector and its position in the LRF sensor coordinate frame at the initial pose.

$$s_0 p_{\phi, \theta} = \left( s_0 p'_{\phi, \theta} + s_0 t \right) \quad (3)$$

A real point in the center of rotation coordinate frame, $s_0 p_{\phi, \theta}$, is obtained by rotating its corresponding virtual point. This relationship is defined in (4). By plugging (3) into (4), a new definition of the real point in the center of rotation coordinate frame is obtained, as shown in (5).
4. Calibration Procedure

In this method, the surface normal of the calibration pattern is assumed to already be known, as determined by the camera-LRF calibration method. Several works concerning the camera-LRF calibration method are available [6, 10, 20, 24, 27]. The camera-LRF calibration method is not presented here since it is beyond the scope of this paper. The workflow of the proposed method is shown in Fig. 5.

4.1. Linear Solution

In this work, the rotating LRF system was calibrated using a planar calibration pattern which was scanned using a rotating LRF sensor. This scanning result is a set of points which lies on the calibration pattern. Under ideal conditions, a point that lies on a plane means that it has zero distance to the calibration plane.

The distance from a point to a plane is computed using dot product operation between a vector and surface normal of the calibration plane. Thus, given a point, \( p_{\phi, \theta} \), that lies
on the calibration plane, its point-to-plane distance is always zero. This constraint can be formulated as shown in (7). The reference point, \( p_{ref} \), is a point that always lies on the calibration plane. A point scanned by the LRF sensor at the initial location is chosen as the reference point since it is free from the rotation distortion effect caused by the wrong selection of the rotation axis and translation vector.

By plugging (6) into (7), the new formula shown in (8) is obtained. Furthermore, this formula can be rearranged into (9). The rotation axis, \( \vec{u} \), and the translation vector, \( \vec{t} \), are the extracted from (9). To solve (9), its expanded matrix form is rearranged to form a linear equation.

The expanded form of (9) is shown in (10). It should be noted that the value of \( p'_{\phi,\theta,x} \) is equal to zero for all values of \( \phi \) and \( \theta \). The result of \( \vec{n}^\top p_{ref} \) in (9) is denoted as \( w \) in (10). A compact form can be obtained through multiplication and rearrangement of (10), as shown in (11), which is a linear equation form. By having several data of virtual points from several calibration plane orientations, (11) is solvable.

\[
\vec{n}^\top (p_{\phi,\theta} - p_{ref}) = 0
\]

\[
\vec{n}^\top \left( R_{\vec{u},\phi} \left( p'_{\phi,\theta} + \vec{t} \right) - \vec{t} - p_{ref} \right) = 0
\]

\[
n^\top R_{\vec{u},\phi} \left( p'_{\phi,\theta} + \vec{t} \right) - \vec{n}^\top \vec{t} = \vec{n}^\top p_{ref}
\]

\[
\begin{bmatrix}
 n_x \\
 n_y \\
 n_z
\end{bmatrix}^\top
\begin{bmatrix}
 a & b & c \\
 d & e & f \\
 g & h & i
\end{bmatrix}
\begin{bmatrix}
 t_x \\
 t_y \\
 t_z
\end{bmatrix}
- \begin{bmatrix}
 n_x \\
 n_y \\
 n_z
\end{bmatrix}^\top
\begin{bmatrix}
 t_x \\
 t_y \\
 t_z
\end{bmatrix} = w
\]

Equation (11) is solvable using a linear equation system solver such as Gaussian elimination. Furthermore, the solution of (11) is sufficient to generate a translation vector and rotation axis. However, a lot of calibration pattern poses are required to provide enough data to solve the linear equation. Hence, a further rearrangement is needed.

A rotation matrix representing rotation along an arbitrary axis, \( \vec{u} \), is defined in (12). A detailed explanation of this rotation matrix has been previously provided [22]. By representing the rotation matrix as (12), the linear equation (11) can be rearranged to (13) and (14). This new form is solvable by using only two poses of the calibration pattern. As shown in Table 1, this method requires the least number of pairs of the LRF-scan and camera image compared to the other calibration methods.
Calibration of a Rotating 2D Laser Scanner System

$$R_{u, \phi} = \begin{bmatrix}
  \cos\phi + u_z^2 (1 - \cos\phi) & u_x (1 - \cos\phi) - u_z \sin\phi & u_z (1 - \cos\phi) + u_y \sin\phi \\
  u_y (1 - \cos\phi) + u_z \sin\phi & \cos\phi + u_y^2 (1 - \cos\phi) & u_y (1 - \cos\phi) - u_z \sin\phi \\
  u_z (1 - \cos\phi) - u_y \sin\phi & u_z (1 - \cos\phi) + u_y \sin\phi & \cos\phi + u_z^2 (1 - \cos\phi) 
\end{bmatrix}$$

$$w_2 = n^\top \mathbf{p}_{ref} - (p'_{\phi, \theta, y} n_y + p'_{\phi, \theta, z} n_z) \cos\phi$$

All components of the rotation axis are extracted directly from the solution of (13). Having all components of the rotation axis, the translation vector is extracted from the solution of (13).

Table 1. Minimum LRF-scan and image pairs. The numbers in the brackets represent the number of pairs required to obtain a unique solution. The calibration method proposed in this paper requires the smallest amount of LRF-scan and image pairs compared to the other methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Correspondences</th>
<th>Scan-Image Pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Original Point-Plane [19]</td>
</tr>
<tr>
<td>Zhang [27]</td>
<td>line-on-plane</td>
<td>5</td>
</tr>
<tr>
<td>Wasielewski [25]</td>
<td>point-on-image-line</td>
<td>9</td>
</tr>
<tr>
<td>Li [14]</td>
<td>point-on-image-line</td>
<td>5</td>
</tr>
<tr>
<td>Our</td>
<td>point-on-a-plane</td>
<td>2 (3)</td>
</tr>
</tbody>
</table>
4.2. Optimization

The linear solution in section 4.1 was obtained by minimizing the algebraic error. To obtain the optimal calibration parameters, an optimization method is performed by minimizing the geometrical error in the calibration system.

\[
\epsilon = \mathbf{n}^\top \left( \mathbf{R}_{\mathbf{u}, \phi} \left( \mathbf{p}_{\phi, \theta} + \mathbf{t} \right) - \mathbf{t} - \mathbf{p}_{\text{ref}} \right)
\]

(15)

\[
\argmin_{\mathbf{u}, \mathbf{t}} \sum_{j=1}^{M} \sum_{i=1}^{N} \left( \mathbf{n}^\top \left( \mathbf{R}_{\mathbf{u}, \phi_j} \left( \mathbf{p}_{\phi_j, \theta_i} + \mathbf{t} \right) - \mathbf{t} - \mathbf{p}_{\text{ref}} \right) \right)^2 + \gamma \mathbf{u}^\top \mathbf{t}
\]

(16)

The geometrical error is defined as the point-to-plane distance error (15), which is the combination of all point-to-plane distance errors from the calibration data. The wrongly chosen calibration parameters affect the value of this point-to-plane distance error. Since the rotation axis and the translation vector should be perpendicular, a penalty score is added in the case where these two parameters are not perpendicular to each other. Thus, the optimization problem is defined as shown in (16). The \( \gamma \) value is a large constant that affects the penalty value in the case where the rotation axis and the translation vector are not perpendicular.

The optimization problem defined in (16) was solved using a non-linear optimization method. The Levenberg-Marquardt optimization method, [13, 16, 15], has been used to solve the minimization problem.

5. Simulations

The proposed method was tested on a simulation system developed using MATLAB. The rotation axis was chosen randomly, deviated under 45 degrees from \( \mathbf{y} \), which is the \( y \)-axis of the sensor coordinate frame at the initial position. The translation vector is chosen as a vector perpendicular to both \( \mathbf{u} \) and \( \mathbf{y} \). The translation vector is defined in (17), where \( r \) is the distance between the center of rotation and the sensor at the initial position. Points are generated as the ground truth data based on the calibration plane parameters. From each point, laser range data is generated. Noise is added to the laser range data to mimic the original system. The LRF measurement noise is set from 12 mm to 30 mm, which are the statistical error and systematic error of SICK LMS 111, respectively.

![Fig. 6. Relationship between the noise and orientation error.](image-url)
Fig. 7. Relationship between the noise and translation error.

Table 2. Relationship between the number of calibration pattern poses and the resulting error. The error resulting from calibration with 9 poses of the calibration pattern is relatively small.

<table>
<thead>
<tr>
<th>number of calibration poses</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>orientation</td>
<td>70.11</td>
<td>37.14</td>
<td>1.53</td>
<td>0.27</td>
<td>0.14</td>
<td>0.08</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>1804.16</td>
<td>419.83</td>
<td>8.90</td>
<td>1.72</td>
<td>1.11</td>
<td>0.84</td>
<td>0.68</td>
<td>0.55</td>
</tr>
</tbody>
</table>

\[
\vec{t} = (\vec{u} \times \vec{y}) r
\]  

(17)

Laser range data for each rotation angle, \( \phi \), and scanning angle, \( \theta \), is defined in (18). Based on the laser data, virtual points are defined in (19). Using the virtual points and calibration plane parameters data, the calibration process was simulated.

\[
l_{\phi, \theta} = \frac{\vec{n}^\top (\vec{p}_{ref} - \vec{R}_{b, \phi} \vec{t} + \vec{t})}{\cos \theta}
\]  

(18)

\[
p'_{\phi, \theta} = \frac{R_{y, \theta} z}{\|R_{y, \theta} z\|} (l_{\phi, \theta} + \varepsilon)
\]  

(19)

The first goal of the simulation was to determine the relationship between the number of calibration pattern poses and the resulting calibration error. In this case, 8 schemes are considered. The number of calibration pattern poses varies from 2 to 9 for each scheme. In each schemes, the position error and orientation error are averaged from 100 calibration trials, where in each trial, the calibration pattern poses are generated randomly. The result of these simulation schemes is shown in Table 2. The proposed method is able to extract the rotation system parameter with a reasonable precision. More results are shown in Fig. 12 and Fig. 13. Using 30 poses of the calibration pattern, the resulting orientation and translation errors are 0.018 degree and 0.2 cm, respectively.

The second goal of the simulation was to determine the relationship between the measurement error given by the LRF sensor and the resulting calibration error. In this case, the standard deviation of the measurement error (\( \sigma \)) given by the LRF sensor was emulated to mimic the measurement error of the SICK LMS 111 sensor. The position error
Fig. 8. Relationship between the size of the calibration pattern and the orientation error.

Fig. 9. Relationship between the size of the calibration pattern and the translation error.

Fig. 10. Relationship between the distance of the calibration pattern and the orientation error.

Fig. 11. Relationship between the distance of the calibration pattern and the translation error.
Table 3. Optimization result of the translation vector.

<table>
<thead>
<tr>
<th>initial</th>
<th>final</th>
</tr>
</thead>
<tbody>
<tr>
<td>translation vector (cm) tx ty tz</td>
<td>tx ty tz</td>
</tr>
<tr>
<td>-1.807 0.000 -4.638</td>
<td>-1.802 -0.016 -4.640</td>
</tr>
<tr>
<td>translation error (cm)</td>
<td>0.052 0.049</td>
</tr>
</tbody>
</table>

Fig. 12. Relationship between the number of the calibration pattern poses and the orientation error.

Fig. 13. Relationship between the number of the calibration pattern poses and the translation error.

...and orientation error were extracted similarly to the previous simulation case, which are the average values obtained from 100 trials for each value of $\sigma$.

The relationship between the value of $\sigma$ and the orientation error is shown in Fig. 6. Meanwhile, the relationship between the value of $\sigma$ and the translation error is shown in Fig. 7. The number of calibration pattern poses was set to be 9. As expected, the orientation error increased as the value of $\sigma$ increased. However, as shown in the graph, the orientation error obtained at the maximum value of $\sigma$ of around 0.25 degrees is still reasonable.

The third goal of the simulation was to determine the relationship between the size of the calibration pattern and the resulting calibration error. As shown in Fig. 8, the calibration error decreases as the calibration pattern size increases. It is sufficient to use the calibration pattern with a side length of 150 cm to obtain the rotation axis with an error below 1 degree. The calibration pattern size affects the translation error, as shown in Fig. 9. As expected, the larger the calibration pattern, the lower the error. More data are available when a larger sized calibration pattern is used.

The fourth goal of the simulation was to determine the relationship between the effect of the calibration pattern distance to the calibration result. For this case, a fixed calibration pattern size was used. The calibration pattern size was set with a length of 100 cm. As expected, the longer the calibration pattern, the less accurate the calibration result, as shown
in Fig. 10 and Fig. 11. At far distances, the number of points lying on the calibration pattern decreases.

The fifth goal of the simulation was to observe the effect of the proposed optimization method on the calibration result. In the simulation, the parameter $\gamma$ was set at 100. In this case, the optimization method was only used to refine the translation vector. The rotation vector was not refined in the optimization process since it already has a small error and is quite precise. From the simulation results, it is seen in Table 3 that the optimization process did not provide a significant improvement to the translation error.

6. Conclusion

A novel calibration method for a rotating LRF system was proposed. The method relies on the solution of linear equations constructed by applying point-plane constraints of the scanned calibration pattern. This method is solvable using 2 poses of the calibration pattern, which offers simplicity compared to other methods. Several simulation schemes were performed to examine the effect of the sensor noise, calibration pattern size, position of the calibration pattern, and number of calibration patterns on the calibration results. In future work, improvement of the calibration results and implementation to real systems will be considered.
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