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Abstract. The Locally Linear Embedding (LLE) algorithm is an unsupervised nonlinear dimensionality-reduction method, which reports a low recognition rate in classification because it gives no consideration to the label information of sample distribution. In this paper, a classification method of supervised LLE (SLLLE) based on Linear Discriminant Analysis (LDA) is proposed. First, samples are classified according to their label values, and low dimensional features of intra-class data are expressed through LLE manifold learning. Then, the base vectors in Fisher subspace of the low dimensional features are generated through LDA learning. This method increases inter-class variation, and decreases the intra-class variation when samples are projected to the Fisher subspace. Hence, the samples of different labels can be recognized, and the recognition rate and robustness of the LLE learning are improved. Experiments on handwritten digit recognition show that the proposed method is featuring high recognition rate.
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1. Introduction

To learn from the mechanism people perceive the world and improve machine intelligence has long been a great challenge facing artificial intelligence. Literature in 1985 [1] showed that the key for human beings to recognize objects is to uncover the inherent law of high-dimensionality data and form our own cognition. In other words, low-dimensionality manifolds of objects formed in human brains enable us to quickly recognize the objects. Another article [2] in Science, 2000, by H.S. Seung, et al. discussed the manifold learning based on cognition and put forward the idea that human beings have the ability to instantaneously perceive the inherent low-dimensionality structure of objects and can thus recognize the corresponding objects under complex surroundings. It proposed the assumption that human perception acts in the form of manifolds. Therefore, computer-based recognition can be inspired
from this assumption, that is, the low dimensional data of objects acquired from LLE manifold learning can reveal their features sufficiently.

The essence of manifold learning is that when the sampling data are in a low-dimensionality manifold space, their dimensionalities can be reduced to show the inherent geometrical distribution rule of the low-dimensionality manifold. In this way, the manifold learning approach can better reveal the substantive characteristics of objects. This non-linear unsupervised learning approach is simple, intuitive and effective. At present, its mainstream methods include: Locally Linear Embedding (LLE) [3], Isotacticty Mapping (ISOMAP) [4], Laplace Characteristic Mapping [5], Local Preserving Projection (LPP) [6], Stochastic Neighbor Embedding (SNE) [7], Charting a Manifold [8], Locally Linear Smoothing [9], etc.

As for classification, the purpose of dimensionality reduction is not only to reduce the dimensionalities of known sample points, but more importantly to discover the inherent manifold of unknown sample points and augment, to the greatest extent, the margin between sample points and classification plane so as to improve its robustness. Consequently, the label information plays an important role in classification. Recently, the supervised LLE manifold learning approach has also experienced some progress [10] [15] and shown favorable results in pattern recognition. For supervised feature extraction, sufficient consideration should be given to the generalization of dimensionality reduction learning, ensuring precise reflection of manifold structure in the embedded space and largest variation between sub-manifolds in the embedded space after dimensionality reduction, so as to increase the margin between different classes and reduce the inner-class data variation as much as possible. The Fisher subspace with LDA algorithm is undoubtedly the best learning approach with the largest intra-class and smallest inner-class variation, and improved separability of data.

This paper aims to improve the LLE manifold learning method with the idea of LDA learning. In the experiment of handwritten digit classification, this method shows a better recognition result compared with unsupervised LLE.

The following section will review the traditional LLE and the main contribution of this paper will be set out in section 3, where the structure and process of the proposed SLLE method is described. Section 4 will display experiments of its application to handwritten digit recognition.

2. Locally Linear Embedding (LLE)

Assume that the given sample data aggregate \( X = \{x_1, x_2, \cdots, x_N\} \) is a matrix with the size of \( D \times N \), where \( D \) is the dimensionality of the vector and \( N \) is the quantity of vectors or samples. These data are collected in a potential smooth manifold. Then a matrix \( Y \), with the size of \( d \times N \), is generated through LLE algorithm, where, \( d \) is the eigenvector of the embedded space.
of the corresponding sample. During image processing, each image can be scanned and represented as a column vector.

The three major steps of LLE are [3]:

Step 1: searching for $K$ closest adjacency points of each point in the training samples based on Euclidean Distance, which form an adjacency matrix $A$ with $K \times N$ size, where the column vectors represent the distance between the corresponding points to their $K$ adjacency points.

Step 2: reconstructing coefficient $W_{ij}$ for each point $i$ and its adjacency matrices to get the smallest cost function $J(W)$, as in equation 1.

$$J(W) = \sum_{i=1}^{N} \left\| X_i - \sum_{j=1}^{N} W_{ij} X_j \right\|^2.$$ (1)

To maintain the translation invariance between each point and its adjacency points, the constraint condition for the above equation is

$$\sum_{j} W_{ij} = 1. $$ (2)

It means, in the weight matrices, the sum of elements in each column is 1. If $X_i$ and $X_j$ are not adjacencies, then $W_{ij} = 0$.

Step 3: calculating the low dimensional vector $Y_i$ of the embedded space of each $X_i$, whose cost function is shown as equation 3:

$$\sigma(Y) = \sum_{i=1}^{N} \left\| Y_i - \sum_{j=1}^{N} W_{ij} Y_j \right\|^2 = \text{trace}((Y^T (I - W)^T (I - W)Y)$$ (3)

When $\frac{1}{N} \sum_{i=1}^{N} Y_i Y_i^T = 1, \sum_{i=1}^{N} Y_i = 0$, the cost function has minimum. $Y$ can be obtained through decomposing the eigenvalue of $M = (I - W)^T (I - W)$, that is, $d$ are non-zero minimum eigenvalues of $M$ and their corresponding eigenvectors are $<\lambda_i, v_i>$, $i = 1, \cdots, d$, and thus the $j$th component embedded in the $i$th point is $\sqrt{\lambda_j} v_{ij}$, where $v_{ij}$ is the $i$th component of $v_j$.

3. **Supervised Locally Linear Embedding (SLLE)**

The process of LLE algorithm can be improved by placing supervision on two steps, so as to limit the searching scope for adjacencies and add supervised learning after LLE dimensionality reduction.
Step 1: intra-class adjacency search (to supersede the first step of LLE algorithm). Let the whole sample set be $\Psi$, which is then divided into $m$ subsets $\Psi_1, \Psi_2, \cdots, \Psi_m$ according to their tag values. And when $\forall i \neq j$, $\Psi = \Psi_1 \cup \Psi_2 \cup \cdots \cup \Psi_m$ and $\Psi_i \cap \Psi_j = \emptyset$, each $\Psi_j$ contains the data of the same tag value and the whole sample forms an array of $m$ matrices, each of which consists of the sample data representing the same tag value. For each $x_i \in \Psi_j$, the $K$ adjacent points are searched within the $\Psi_j$ class. This ensures that the reconstruction of its weight coefficient is exclusively based on the intra-class data, which is beneficial to the classification. In contrast, in LLE algorithm, this step covers all the sample points, leading to a mixed embedding of data from different classes and thus blurring the distinction between classes.

Step 2: Fisher subspace learning. A further supervised learning is thought to be necessary after manifold learning, so as to maximize the inter-class variation and minimize the intra-class variation for increased preciseness of classification. The low dimensional feature $Y_i$ of the manifold learning is considered as the learning object of Fisher subspace, which can be gained through equation 4 [16]:

$$F = \arg \max_w \left( \frac{W^T S_b W}{W^T S_w W} \right), \quad (4)$$

where, $S_w$, the intra-class variation matrices, representing the average variation degree of the elements in each class and $S_b$, inter-class variation matrices, showing the variation degree between the centers of different classes, are obtained respectively by equations 5 and 6:

$$S_w = \frac{1}{N} \sum_{i=1}^{m} \sum_{j=1}^{N_i} N_i (x_{ij} - \bar{\Psi_j})(x_{ij} - \bar{\Psi_j})^T, \quad (5)$$

$$S_b = \frac{1}{N} \sum_{i=1}^{m} N_i (\bar{\Psi_i} - \bar{x})(\bar{\Psi_i} - \bar{x})^T, \quad (6)$$

where, $N_i$ represents the number of samples in the $i$th class, $x_{ij}$ represents the $j$th column vector (data point) in the $i$th-class sample matrices, $\bar{\Psi_i}$ represents the average column vector of the $i$th-class sample matrices, $\bar{x}$ represents the average vector of the whole sample. Therefore, the vector $\hat{Y}_i$ of $Y_i$ gained through Fisher subspace learning is shown as in equation 7:

$$\hat{Y}_i = FY_i, \quad (7)$$
Concluded from the above steps, this proposed method has three characteristics: (1) in the first adjacency search, data involved are attached with class information, which reduces interference from other data and thus improves the reliability of data features compared with LLE algorithm. Meanwhile, adjacency search can reduce the amount of data storage and calculation; (2) the supervised LLE reflects the topological relationship between intra-class data, avoiding interference from inter-class topology, thus enhances its accuracy; (3) learning of fisher subspace further intensifies the differences in class features among data, so as to realize high recognition rate through low-dimensionality features. These characteristics theoretically justify SLLE’s application in engineering.

This proposed SLLE algorithm process can be summarized as figure 1:
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**Fig.1.** Computational process of SLLE proposed in this paper

### 4. Experiment

The MNIST handwritings database [17] is used as the experiment sample, which contains grey-scale images of digits from ‘0’ to ‘9’, with pixel of 28×28. Each digit has 4000-6000 samples, containing images taken from different angles. To facilitate processing, each handwritten digit has been scanned and its pixels have been transformed uniformly to a column vector with 784 dimensionalities. In experiment, the same amount of 4000 samples is chosen for each digit as the subject.

#### 4.1. Manifold Distribution Verification for Handwritten Samples

The only difference between images of the same digit is the angle for taking the picture. Each image in one group can be seen as a point in an image space, moving along a curve or a curved surface with the rotation of images. Therefore, the perception invariance (rotation, zoom, and translation etc) of a group of images can be shown as low dimensional manifold. Figure 2 shows randomly chosen 200 samples of the digit ‘1’ from the MNIST database. Figure 3 is the two-dimensionality representation of Figure 2, showing the manifold structure of the sample image distribution.
4.2. SLLE and LLE Recognition of Handwritten Digits

To compare the impacts of unsupervised and supervised low dimensional eigenvectors on classification results, a classifier is designed based on the same neural network (NN). Limited by computer resources, only 400 samples are chosen for each digit and hence 4000 in total for each experiment. The ideal and actual outputs in each experiment are recorded in detail. As the NN is unstable, each experiment is carried out many times and recorded the average values so as to ensure the authenticity of the results. Table 1 and 2 show the average recognition rates of supervised and unsupervised LLE respectively in 50 experiments on 10-dimensionality eigenvector and with the
same classifier of BP NN. The horizontal lines present the percentages of actual recognition rates, and vertical lines, actual digit inputs or ideal outputs.

**Table. 1.** Average recognition rate (%) of MNIST with SLLE

<table>
<thead>
<tr>
<th>Output</th>
<th>'0'</th>
<th>'1'</th>
<th>'2'</th>
<th>'3'</th>
<th>'4'</th>
<th>'5'</th>
<th>'6'</th>
<th>'7'</th>
<th>'8'</th>
<th>'9'</th>
</tr>
</thead>
<tbody>
<tr>
<td>0'</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
</tr>
<tr>
<td>1'</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
<td>99.6</td>
</tr>
<tr>
<td>2'</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>3'</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>4'</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>5'</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>6'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7'</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>8'</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>9'</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
</tbody>
</table>

**Table. 2.** Average recognition rate (%) of MNIST with LLE

<table>
<thead>
<tr>
<th>Output</th>
<th>'0'</th>
<th>'1'</th>
<th>'2'</th>
<th>'3'</th>
<th>'4'</th>
<th>'5'</th>
<th>'6'</th>
<th>'7'</th>
<th>'8'</th>
<th>'9'</th>
</tr>
</thead>
<tbody>
<tr>
<td>0'</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>1'</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>2'</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>3'</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>4'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9'</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
4.3. Comparison of Recognition Results between SLLE and Other Supervised Manifold Learning Methods

To prove the effectiveness of the proposed SLLE, it was compared with LLE+M and Isomap+M \cite{18} through experiments with the samples in section 4.2. The dimensionality is set as 10 and the three-layer BP NN is used as the classifier, of which the hidden layer is set as 12. The results are shown in Table 3.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Time (s)</th>
<th>Recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isomap+M</td>
<td>1514.0</td>
<td>92.6</td>
</tr>
<tr>
<td>LLE+M</td>
<td>984.0</td>
<td>95.54</td>
</tr>
<tr>
<td>SLLE (presented in this paper)</td>
<td>189.6</td>
<td>99.42</td>
</tr>
</tbody>
</table>

As shown in Table 3, the proposed SLLE algorithm can not only save training time but also improve recognition rate in contrast with other methods. On the one hand, the adjacency search mechanism introduced in this method demonstrates obvious advantage over other methods in terms of searching efficiency. On the other hand, fisher subspace greatly increases the efficiency of learning and brings about better results than other methods.

4.4. Impacts of Different Low Dimensional Eigenvectors on Recognition Rate

Experiments in 4.2 are conducted on 10-dimensionality eigenvectors. However, eigenvectors of other low dimensions should also be considered to compare the results of the two methods. Figure 4 shows the relation between the dimension and the average recognition rate gained from 10 experiments. Below 10 dimensions, SLLE reports an obvious advantage over LLE; and to draw the same results, LLE needs more feature information. Another interesting fact shown in Fig.4 is the flatter change trend of recognition rates when eigenvectors reach a certain dimension (i.e. SLLE: 25; LLE: 30), rather than the-higher-the-better result.
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Fig. 4. Recognition results of two methods with different feature dimensions

5. Conclusion and Prospect

Manifold learning method has received considerable attention from scholars in the field of visual perception home and abroad. Its ability of non-linear dimensionality reduction and effects of its supervised version in handwritten digit recognition have been proven in experiments.

1) Tables 1 and 2 show that the supervised LLE learning method proposed by this paper is evidently superior to unsupervised LLE method in terms of recognition rate and applicability, especially for lower feature dimensions.

2) This method has shown high recognition rates in its application to handwritten digit, giving theoretically as well as practically valuable reference to handwritten digit recognition.

3) The experiment results shown in Fig. 4 approve that manifold learning results let the machine recognition further approach the nature of human recognition. The reason is that human beings can recognize objects as long as there exist some features, and the increment of feature information does not change the recognition of class information.

4) Compared with the methods introduced in literature [17], the supervised LLE method proposed by this paper is closer to the international level. However, as these methods are all unstable in practice, to improve the robustness of this method is worth our further study.
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