Application of a Bayesian Artificial Neural Network and the Reversible Jump Markov Chain Monte Carlo Method to predict the grain size of hot strip low carbon steels
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Abstract: An Artificial Neural Network (ANN) with Reversible Jump Markov Chain Monte Carlo (RJMCMC) simulation was used to predict the grain size of hot strip low carbon steels, as a function of steel composition. The results show good agreement with experimental data taken from the Mobarakhe Steel Company (MSC). The developed model is capable of recognizing the role and importance of elements in grain refinement. Furthermore, the effects of these elements, including manganese, silicon and vanadium, were investigated in the present study, which were in good agreement with the literature.
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INTRODUCTION

Grain size is an important aspect of microstructure with respect to mechanical properties of steels. The ferrite in low carbon steels is typically strengthened by grain refinement, precipitation hardening, and, to a lesser extent, solid-solution strengthening. Grain refinement is the most desirable strengthening mechanism because it improves not only strength but also toughness.1 According to Equation (1), indicating the Hall–Petch Relation, fine grain sizes produce higher yield strengths, \( \sigma_{\text{yield}} \):2

\[
\sigma_{\text{yield}} = \sigma_{\text{init}} + k_2 d_\alpha^{-1/2}
\]

where \( \sigma_{\text{init}} \) is the yield strength for a polycrystalline material, \( k_2 \) is a constant and \( d_\alpha \) is a measure of the ferrite grain size. Grain size also has an effect on the ultimate tensile strength by changing the work-hardening rate. Work-hardening occurs within the grains during plastic deformation according to Morrison:3
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where \( n \) is work-hardening exponent and \( d_\alpha \) is the grain size.

The main purpose of hot stripping is to refine the microstructure of steels, thereby enhancing both strength and toughness.\(^4\) Ferrite mainly nucleates at the austenite grain boundaries and thus finer austenite grains results in finer ferrite grains. Further ferrite refinement could be achieved by transformation from deformed austenite grains because deformation increases the ferrite nucleation rate.\(^2\)

Precise prediction of grain size and properties of hot stripped steel products depends on the thermo-mechanical behavior of the steel, microstructure evolution and phase transformation during hot rolling stages and the cooling period. These are complicated metallurgical phenomena and strongly depend on chemical composition, therefore development of a physical model to analysis these parameters and predict the final grain size is cumbersome. In addition, the accuracies of the hitherto developed models are somehow questionable and not suitable for practical purposes. On the other hand, estimating the final grain size of low carbon steel strips in terms of chemical composition is desirable from an engineering viewpoint. In the present work, by selecting more relevant inputs and using a hybrid Bayesian Artificial Neural Network (ANN) Model assisted with the Reversible Jump Markov Chain Monte Carlo (RJMCMC) Method, the final grain size in low carbon steel strips was predicted.

METHODS

Artificial Neural Network (ANN)

An artificial neural network model maps sets of input data onto a set of appropriate output data. It is a modification of the standard linear perceptron in that, it uses three or more layers of neurons with nonlinear activation functions. This makes it more powerful than the perceptron, and can distinguish data that is not linearly separable.\(^5\) The basic ANN Model with \( k \) outputs is:

\[
f_k(X,W) = w_{k_0} + \sum_{j=1}^{m} w_{kj} \tanh(w_{j_0} + \sum_{i=1}^{d} w_{ji}x_i)
\]

where \( X \) is a \( d \)-dimensional input vector, \( W \) denotes the weights, and the indices \( i \) and \( j \) correspond to the input and hidden units, respectively.\(^5\) The schematic architecture of an ANN Model is sketched in Fig. 1.

Traditionally, the complexity of an ANN is controlled with early stopping, whereby part of the data is used to train the network and the other part is used to control the complexity of the model.

Bayesian learning for an ANN

Early stopping is inefficient because the effective complexity may be much less than the number of parameters in the model. Within the Bayesian framework, the weights of the net-
work are considered as random variables and the posterior distribution of the weights updated according to the Bayes’ Rule:

$$\text{Posterior} = \frac{\text{Likelihood} \times \text{Prior}}{\text{Evidence}}$$  \hspace{1cm} (4)$$

This equation in terms of Artificial Neural Networks is:

$$p(\theta|D) = \frac{p(D|\theta)p(\theta)}{p(D)} \propto L(\theta|D)p(\theta)$$  \hspace{1cm} (5)$$

where $p(\theta)$ is the prior distribution for the model parameters $\theta$, $D = \{(x^{(1)}, y^{(1)}), \ldots, (x^{(n)}, y^{(n)})\}$ is the observed data and $L(\theta|D)$ is the likelihood function that gives the probability of the observed data as a function of the unknown model parameters.

Fig. 1. Schematic structure of the ANN Model.

**Reversible Jump Markov Chain Monte Carlo Method**

Neal introduced an implementation of Bayesian learning for an ANN in which difficult integrations accompanied within this framework were performed using the Markov Chain Monte Carlo (MCMC) Method. In this application, samples (in model parameters space) are generated using the Markov Chain Monte Carlo Method to estimate the desired posterior distributions.

In practical problems, as in the present study, it is usual to measure many variables, but it is not necessarily known which one of them is relevant and is required to solve the problem. To make the model more explainable or to reduce the measurement cost and computation time, it may be useful to select a model with a smaller set of input variables. Consequently, the RJMCMC method is applied for this modeling. This algorithm allows jumps between models with different dimensional parameter spaces with respect to the number of inputs chosen in the model. The RJMCMC visits the models according to their posterior probability, which allows it to be used for model selection.
**Modeling database**

Since an ANN Model is empirical, its performance depends on the dataset used for training. In this research, the data was taken from the Mobarakeh Steel Company (MSC) and consisted of 624 metallographic images. At this company, these images were classified into three groups according to ASTM (E-112), a standard that assigns larger numbers to finer grain structures. An example of such a database is shown in Fig. 2. Further information is also given in Table. I. The input parameters are chemical composition of the strips, which includes 14 elements. Additional input variables are given in Table. II.

![Fig. 2. One sample of data, microstructure of a produced steel with ASTM grain size No. 9.0.](image)

**TABLE I. Output data information**

<table>
<thead>
<tr>
<th>Number of samples</th>
<th>ASTM (E-112) grain No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>162</td>
<td>8.5</td>
</tr>
<tr>
<td>294</td>
<td>9</td>
</tr>
<tr>
<td>167</td>
<td>9.5</td>
</tr>
</tbody>
</table>

**Model training**

The modeling database was divided into training and test sets, which included 60 % and 40 % of the data, respectively. Training was started with a (14–8–3) architecture and model selection procedure was evaluated by an internal procedure of the RJMCMC algorithm, as mentioned above. The result of this training indicated a chain of network parameters. When this chain converged into a stable distribution, a sample of the chain (network parameters) was selected based on the minimum classification error of the model on the test dataset. This modeling was implemented by MCMC methods for Multilayer Perceptron (MLP) Network and Gaussian Process (GP).*

**RESULTS AND DISCUSSION**

**Performance of the model**

Calculation of the misclassification error on test data is a popular way to show the prediction accuracy (generalization) of a classifier model. This error is calculated according to:
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The achieved model revealed a misclassification error of just 2.439 %, which is very low and indicates that the model has good generalization. More information about the misclassified error is available in Table III.

**TABLE II. Input parameter information**

<table>
<thead>
<tr>
<th>No.</th>
<th>Inputs</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C / wt. %</td>
<td>0.032</td>
<td>0.179</td>
<td>0.1272</td>
<td>0.0312</td>
</tr>
<tr>
<td>2</td>
<td>Si / wt. %</td>
<td>0.008</td>
<td>0.218</td>
<td>0.0637</td>
<td>0.0798</td>
</tr>
<tr>
<td>3</td>
<td>Mn / wt. %</td>
<td>0.191</td>
<td>1.15</td>
<td>0.6466</td>
<td>0.211</td>
</tr>
<tr>
<td>4</td>
<td>P / wt. %</td>
<td>0.002</td>
<td>0.025</td>
<td>0.0072</td>
<td>0.0022</td>
</tr>
<tr>
<td>5</td>
<td>S / wt. %</td>
<td>0.001</td>
<td>0.02</td>
<td>0.0089</td>
<td>0.0029</td>
</tr>
<tr>
<td>6</td>
<td>Cu / wt. %</td>
<td>0.004</td>
<td>0.078</td>
<td>0.03</td>
<td>0.0109</td>
</tr>
<tr>
<td>7</td>
<td>Al / wt. %</td>
<td>0.015</td>
<td>0.075</td>
<td>0.0454</td>
<td>0.0119</td>
</tr>
<tr>
<td>8</td>
<td>N / ppm</td>
<td>16</td>
<td>75</td>
<td>38</td>
<td>8.8</td>
</tr>
<tr>
<td>9</td>
<td>Nb / wt. %</td>
<td>0</td>
<td>0.045</td>
<td>0.0051</td>
<td>0.0105</td>
</tr>
<tr>
<td>10</td>
<td>V / wt. %</td>
<td>0</td>
<td>0.011</td>
<td>0.003</td>
<td>0.0014</td>
</tr>
<tr>
<td>11</td>
<td>Ti / wt. %</td>
<td>0</td>
<td>0.042</td>
<td>0.0017</td>
<td>0.0031</td>
</tr>
<tr>
<td>12</td>
<td>Mo / wt. %</td>
<td>0</td>
<td>0.019</td>
<td>0.0038</td>
<td>0.0045</td>
</tr>
<tr>
<td>13</td>
<td>Cr / wt. %</td>
<td>0.004</td>
<td>0.194</td>
<td>0.0131</td>
<td>0.012</td>
</tr>
<tr>
<td>14</td>
<td>Ni / wt. %</td>
<td>0.02</td>
<td>0.042</td>
<td>0.03</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

**TABLE III. Misclassified case for the number of misclassified 2**

<table>
<thead>
<tr>
<th>Test target data</th>
<th>Model result</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>8.5</td>
</tr>
<tr>
<td>9.5</td>
<td>9</td>
</tr>
</tbody>
</table>

**Model results**

As mentioned, the RJMCMC method can select potentially useful inputs according to the marginal probabilities of the inputs. The result of this analysis indicated the importance of the contents of Si, Mn and C on grain refinement, which were significantly greater than the concentrations of other elements. The most effective element for grain refinement was recognized to be that of vanadium. However, its concentration in these steels was very low.

For testing, the results of the model are depicted when the concentrations of elements are on their mean values, which are given in Table II and the micro-alloying elements (i.e., Nb, Ti and V) are not present. The model result of this analysis is shown in Fig. 3. Manganese stabilizes austenite, therefore decreases the austenite to ferrite transformation temperature and hence refines the grain structure. In addition, manganese can enhance the precipitation strengthening of the vanadium micro-alloyed steels and to a lesser extent, niobium micro-alloyed steels.1
Fig. 3. Model results in respect to the silicon and manganese concentration in 0.015 wt. % C and 0.035 wt. % Al. a) Absence of micro-alloying elements (Nb, V and Ti). b) Minor addition of vanadium (0.008 wt. %) in the absence of the other micro-alloying elements (Nb and Ti).

Fig. 3a reveals the determining role of silicon on grain size in the absence of micro-alloying elements (i.e., Nb, Ti and V). The figure shows that the silicon concentration divides the figure into three regions, including finer, mild and coarser grain structures. This figure also indicates that increasing Si content increases the grain size. This is because silicon is a ferrite stabilizer and promotes ferrite grain growth. Fig. 3b shows that addition of small amount of vanadium,
0.008 wt. %, to steel severely contracts the coarser grain region. Vanadium acts as a scavenger for oxides, and forms nano-scale inter-phase precipitations. This is mainly due to the rapid rate of the austenite to ferrite transformation, which produces these nano-scale precipitates.10 Furthermore, the addition of vanadium also reduces the finer grain area somewhat. This is because vanadium is strong carbide former and as the majority of such elements are ferrite stabilizers, it therefore promotes ferrite grain growth.11 The net effect of this minor vanadium addition is to decrease the sensitivity of the grain size to the silicon content, and also reduction of coarse grain area.

CONCLUSIONS

A Bayesian ANN Model assisted by RJMCMC is capable of predicting the grain size of hot strip low carbon steels and can be used as a function of steel composition. The results are shown to be consistent with experimental data (acquired from Mobarakeh Steel Company data). Furthermore, the model recognizes the effects of relevant elements in grain refining. These are manganese, silicon and vanadium. The silicon concentration has a determining role, this effect has not been reported in the literature, and vanadium has a great impact on grain refining phenomena. The major advantage of this method, which was validated by literature in the present research, is the selection of useful inputs in complex problems with many inputs. As many problems in materials science and engineering are similar, this method could be useful for solving them.
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