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Define
\[ F(x) = \frac{\Gamma(mx)}{x^{m-1}\Gamma^m(x)} \quad \text{and} \quad G(x) = \frac{\Gamma(mx)}{\Gamma^m(x)} \]
for \( x > 0 \) and \( m = 2, 3, \ldots \). In this paper, we consider the logarithmically complete monotonicity properties for the function \( F \) and \( 1/G \), and we prove that the function
\[ \phi(x) = \prod_{i=1}^{n} \frac{\Gamma(mx_i + 1)}{\Gamma^m(x_i + 1)} \]
is strictly Schur-convex on \((-1/m, +\infty)^n\).

In 1997, Merkle [6] showed that the function \( F(x) = \frac{\Gamma(2x)}{x^2\Gamma^2(x)} \) is strictly log-convex, the function \( G(x) = \frac{\Gamma(2x)}{\Gamma^2(x)} \) is strictly log-concave on \((0, \infty)\) and the function
\[ (1) \quad \phi(x) = \prod_{i=1}^{n} \frac{\Gamma(2x_i + 1)}{\Gamma^2(x_i + 1)} \]
is strictly Schur-convex on \( x = (x_1, \ldots, x_n) \in (-1/2, +\infty)^n \). Recently, Chen [3] has proved that \((-1)^n(\ln F(x))^{(n)}>0\) for \( x \in (0, \infty), n = 2, 3, \ldots \) and the function \( 1/G \) is strictly logarithmically completely monotonic on \((0, \infty)\). Motivated by the results above, we will extend the function \( F(x), G(x) \) to general forms.
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We recall that a function $f$ is said to be completely monotonic on an interval $I \subset \mathbb{R}$ if $f$ has derivatives of all orders and satisfies
\[(2) \quad (-1)^n f^{(n)}(x) \geq 0 \quad (x \in I; n = 0, 1, 2, \ldots).\]

If the inequality (2) is strict, then $f$ is said to be strictly completely monotonic on $I$. A detailed collection of the most important properties of completely monotonic functions can be found in [9, Chapter IV], and in an abstract in [2].

A positive function $f$ is said to be logarithmically completely monotonic on an interval $I$ if its logarithm $\log f$ satisfies
\[(3) \quad (-1)^n [\log f(x)]^{(n)} \geq 0 \quad (x \in I, n \in \mathbb{N} = 1, 2, \ldots).\]

If inequality (3) is strict, then $f$ is said to be strictly logarithmically completely monotonic. The inequality (3) is equivalent to the requirement that the function $-(\log f(x))'$ is completely monotonic. Among other things, it is proved in [4, 8] that a (strictly) logarithmically completely monotonic function is always (strictly) completely monotonic, but not conversely.

The classical gamma function defined as
\[
\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \quad (x > 0)
\]
is one of the most important functions in analysis and its applications.

The psi or digamma function, the logarithmic derivative of the gamma function can be defined [5, p. 16] as
\[
(4) \quad \psi(x) = \frac{\Gamma'(x)}{\Gamma(x)} = -\gamma + \int_0^\infty \frac{e^{-t} - e^{-xt}}{1 - e^{-t}}dt \quad (x > 0),
\]
where $\gamma$ is the Euler-Mascheroni constant. The derivatives of $\psi$ are known as polygamma functions [5, p. 16]:
\[
(5) \quad \psi^{(n)}(x) = (-1)^{n+1} \int_0^\infty \frac{t^n}{1 - e^{-xt}}dt \quad (x > 0; n = 1, 2, \ldots).
\]

For more information, we refer to [1, p. 255] and the references given therein.

The main purpose of this paper is to establish the following conclusions.

**Theorem 1.** Let $m \geq 2$ be integer, $I = (0, +\infty)$ and let $F(x) = \frac{\Gamma(mx)}{x^{m-1}\Gamma^m(x)}$, $G(x) = \frac{\Gamma(mx)}{\Gamma^m(x)}$, $x \in I$. Then we have
\[
(1) \quad (-1)^n (\log F(x))^{(n)} > 0 \text{ for } x \in (0, \infty), n = 2, 3, \ldots.
\]
\[
(2) \quad \text{The function } \frac{1}{G(x)} \text{ is strictly logarithmically completely monotonic on } I.
\]

**Proof.** Using Gauss' multiplication formula of the gamma function [1, p. 256]
\[ (6) \quad \Gamma(mx) = (2\pi)^{\frac{1}{2}} (1-m) m^{mx - \frac{1}{2}} \frac{\Gamma(x + \frac{1}{m}) \Gamma(x + \frac{2}{m}) \cdots \Gamma(x + \frac{m-1}{m})}{\Gamma(x + 1)}. \]

and the recurrence formula

\[ (7) \quad \Gamma(x + 1) = x \Gamma(x), \]

we obtain

\[ (8) \quad F(x) = \frac{\Gamma(mx)}{x^{m-1} \Gamma^m(x)} = \frac{(2\pi)^{\frac{1}{2}} (1-m) m^{mx - \frac{1}{2}} \Gamma(x + \frac{1}{m}) \Gamma(x + \frac{2}{m}) \cdots \Gamma(x + \frac{m-1}{m})}{\Gamma(mx - 1)}. \]

Taking logarithm and differentiation, and using (5) yields

\[ (log F(x))' = m \log m + \psi(x + \frac{1}{m}) + \psi(x + \frac{2}{m}) + \cdots \]
\[ + \psi(x + \frac{m-1}{m}) - (m-1) \psi(x+1) \]
\[ = m \log m + \int_0^\infty (m-1) e^{-(x+1)t} e^{-x \frac{t}{m}} - \cdots - e^{-x \frac{m-1}{m} t} \frac{1}{1-e^{-t}} dt \]
\[ = m \log m + \int_0^\infty \sum_{i=1}^{m-1} \frac{e^{-t} - e^{-\frac{t}{m}}}{1-e^{-t}} e^{-xt} dt \]

and

\[ (log F(x))'' = - \int_0^\infty \sum_{i=1}^{m-1} \frac{e^{-t} - e^{-\frac{t}{m}}}{1-e^{-t}} t e^{-xt} dt > 0. \]

Therefore, we get

\[ (10) \quad (-1)^n (log F(x))^{(n)} = - \int_0^\infty \sum_{i=1}^{m-1} \frac{e^{-t} - e^{-\frac{t}{m}}}{1-e^{-t}} t^{n-1} e^{-xt} dt > 0 \]

for \( x > 0; \ n = 2, 3, \ldots \).

Next, from

\[ \frac{1}{G(x)} = (2\pi)^{\frac{1}{2}} (1-m) m^{mx - \frac{1}{2}} \frac{\Gamma^m(x)}{\Gamma^2(x) - \Gamma^m(x) x}, \]

we obtain, by taking logarithm and differentiation,

\[ (11) \quad \left( \log \frac{1}{G(x)} \right)' = -m \log m + \int_0^\infty \sum_{i=1}^{m-1} \frac{e^{-\frac{t}{m}} - 1}{1-e^{-t}} e^{-xt} dt < 0 \]

and

\[ (12) \quad (-1)^n \left( \log \frac{1}{G(x)} \right)^{(n)} = - \int_0^\infty \sum_{i=0}^{m-1} \frac{e^{-\frac{t}{m}} - 1}{1-e^{-t}} t^{n-1} e^{-xt} dt > 0 \]
for $x > 0$; $n = 2, 3, \ldots$.

Combining (11) and (12), we can easily draw the conclusion. The proof is complete.

\[ \square \]

**Corollary.** Let $m \geq 2$ be integer, $I = (-1/m, +\infty)$ and let $g(x) = \frac{\Gamma(mx + 1)}{\Gamma(mx)}$, $x \in I$. Then we have $(-1)^n(\log g(x))^{(n)} > 0$ for $x \in (-1/m, \infty)$, $n = 2, 3, \ldots$.

**Remark 1.** If we slightly modify the functions $F(x)$, $G(x)$ and $g(x)$, then we obtain several logarithmically completely monotonic functions, like, for example, $\frac{\Gamma(mx)}{m^{mx} \Gamma(mx)}$, $\frac{\Gamma(mx)}{m^{mx} \Gamma(mx) \Gamma(mx + 1)}$.

**Remark 2.** Theorem 1 and Corollary can be expressed in another way: the functions $(\log F(x))^n$ and $(\log g(x))^n$ are completely monotonic on $(0, \infty)$ and $(-1/m, +\infty)$ respectively.

Recall that [7, pp. 75–76] a function $f$ with $n$ arguments defined on $I^n$ is **Schur-convex** on $I^n$ if $f(x) \leq f(y)$ for each two $n$-tuples $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ in $I^n$ such that $x \prec y$ holds, where $I$ is an interval with nonempty interior. The relationship of majorization $x \prec y$ means that

\[ \sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i], \quad \sum_{i=1}^{n} x[i] = \sum_{i=1}^{n} y[i], \]

where $1 \leq k \leq n - 1$, $x[i]$ denotes the $i$th largest component in $x$.

It is well known that the function $x \mapsto \prod_{i=1}^{n} f(x_i), \ x \in I^n$ is **Schur-convex** (strictly **Schur-convex**) on $I^n$ if and only if $f$ is log-convex (strictly log convex) on $I$, where $f$ is a continuous nonnegative function defined on an interval $I \subset \mathbb{R}$.

Considering **Schur-convexity** of the function $\phi(x)$ mentioned in (1), we will extend it to general forms in the following theorems.

**Theorem 2.** Let $m \geq 2$ be integer. The function

\[ \phi(x) = \prod_{i=1}^{n} \frac{\Gamma(mx_i + 1)}{\Gamma^m(mx_i + 1)} \]

is strictly **Schur-convex** on $x = (x_1, \ldots, x_n) \in (-1/m, +\infty)^n$.

**Proof.** From Corollary we get that the function $g(x)$ is strictly log-convex on $(-1/m, \infty)$. Let $g(x_i) = \frac{\Gamma(mx_i + 1)}{\Gamma^m(x_i + 1)}$, $x_i \in (-1/m, \infty)$, $i = 1, 2, \ldots, n$. Hence $\phi(x) = \prod_{i=1}^{n} g(x_i)$ is strictly **Schur-convex** on $x = (x_1, \ldots, x_n) \in (-1/m, +\infty)^n$, where each $g(x_i)$ is strictly log-convex function.

\[ \square \]
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