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Abstract. Wardowski [Fixed Point Theory Appl., 2012:94] introduced a new concept of contraction and proved a fixed point theorem which generalizes Banach contraction principle. Following this direction of research, we will present some fixed point results for closed multi-valued $F$-contractions or multi-valued mappings which satisfy an $F$-contractive condition of Hardy-Rogers-type, in the setting of complete metric spaces or complete ordered metric spaces. An example and two applications, for the solution of certain functional and integral equations, are given to illustrate the usability of the obtained results.

1. Introduction

It is well known that the contraction mapping principle, formulated and proved in the Ph.D. dissertation of Banach in 1920, which was published in 1922 [7], is one of the most important theorems in classical functional analysis. Indeed it is widely considered as the source of metric fixed point theory. Also its significance lies in its vast applicability in a number of branches of mathematics. Starting from these considerations, the study of fixed and common fixed points of mappings satisfying a certain metrical contractive condition attracted many researchers, see for example [3, 4, 6, 11, 14, 15, 21, 23–28]. In [16], Nadler extended the contraction mapping principle from the single-valued mappings to the multi-valued mappings. Precisely, Nadler proved the following theorem.

Theorem 1.1. Let $(X,d)$ be a complete metric space and let $T : X \to \text{CB}(X)$ be a multi-valued mapping satisfying

$$H(Tx, Ty) \leq k d(x, y),$$

for all $x, y \in X$, where $k$ is a constant such that $k \in [0, 1)$ and $\text{CB}(X)$ denotes the family of non-empty closed bounded subsets of $X$. Then $T$ has a fixed point.

The reader can see [1, 2, 13] and references therein, for recent results in this direction. Recently, Wardowski [29] introduced a new concept of contraction and proved a fixed point theorem which generalizes Banach contraction principle. Following this direction of research, in this paper, we will present some fixed point results for closed multi-valued $F$-contractions or multi-valued mappings which satisfy an $F$-contractive condition of Hardy-Rogers-type, in the setting of complete metric spaces or complete ordered metric spaces. Moreover, an example and two applications, for the solution of certain functional and integral equations, are given to illustrate the usability of the obtained results.
2. Preliminaries

The aim of this section is to present some notions and results used in the paper. Throughout the article we denote by \( \mathbb{R} \) the set of all real numbers, by \( \mathbb{R}^+ \) the set of all positive real numbers and by \( \mathbb{N} \) the set of all positive integers.

Definition 2.1. Let \( F : \mathbb{R}^+ \to \mathbb{R} \) be a mapping satisfying:

\((F1)\) \( F \) is strictly increasing;

\((F2)\) for each sequence \( \{\alpha_n\} \subset \mathbb{R}^+ \) of positive numbers \( \lim_{n \to +\infty} \alpha_n = 0 \) if and only if \( \lim_{n \to +\infty} F(\alpha_n) = -\infty \);

\((F3)\) there exists \( k \in (0, 1) \) such that \( \lim_{n \to -\infty} \alpha^k F(\alpha) = 0 \).

We denote with \( \mathcal{F} \) the family of all functions \( F \) that satisfy the conditions \((F1)-(F3)\).

Definition 2.2 \((12)\). Let \( (X, d) \) be a metric space. A self-mapping \( T \) on \( X \) is called an \( F \)-contraction if there exist \( F \in \mathcal{F} \) and \( \tau \in \mathbb{R}^+ \) such that

\[
\tau + F(d(Tx, Ty)) \leq F(d(x, y)),
\]

for all \( x, y \in X \) with \( d(Tx, Ty) > 0 \).

Definition 2.3 \((12)\). Let \( (X, d) \) be a metric space. A self-mapping \( T \) on \( X \) is called an \( F \)-contraction of Hardy-Rogers-type if there exist \( F \in \mathcal{F} \) and \( \tau \in \mathbb{R}^+ \) such that

\[
\tau + F(d(Tx, Ty)) \leq F(\tau d(x, y) + \beta d(x, Tx) + \gamma d(y, Ty) + \delta d(x, Ty) + Ld(y, Tx)),
\]

for all \( x, y \in X \) with \( d(Tx, Ty) > 0 \), where \( \alpha, \beta, \gamma, \delta, L \geq 0, \alpha + \beta + \gamma + 2\delta = 1 \) and \( \gamma \neq 1 \).

Now, let \( (X, d) \) be a metric space and \( C(X) \) be the family of non-empty closed subsets of \( X \). If \( T : X \to C(X) \) is a multi-valued mapping, then we put

\[
M(x, y) = \max \left\{ d(x, y), d(x, Tx), d(y, Ty), \frac{d(x, Ty) + d(y, Tx)}{2} \right\}.
\]

Definition 2.4. Let \( (X, d) \) be a metric space. A multi-valued mapping \( T : X \to C(X) \) is called an \( F \)-contraction if there exist \( F \in \mathcal{F} \) and \( \tau \in \mathbb{R}^+ \) such that for all \( x, y \in X \) with \( y \in Tx \) there exists \( z \in Ty \) for which

\[
\tau + F(d(y, z)) \leq F(M(x, y))
\]

if \( d(y, z) > 0 \).

If we choose the mapping \( F \) opportunely, then we obtain some classes of contractions known in the literature. See the following examples.

Example 2.5 \((29)\). Let \( F : \mathbb{R}^+ \to \mathbb{R} \) be given by \( F(x) = \ln x \). It is clear that \( F \) satisfies \((F1)-(F3)\) for any \( k \in (0, 1) \).

Each mapping \( T : X \to X \) satisfying \((2)\) is an \( F \)-contraction such that

\[
d(Tx, Ty) \leq e^{-\gamma} d(x, y), \text{ for all } x, y \in X, Tx \neq Ty.
\]

It is clear that for \( x, y \in X \) such that \( Tx = Ty \) the previous inequality also holds and hence \( T \) is a contraction.

Example 2.6. Let \( F : \mathbb{R}^+ \to \mathbb{R} \) be given by \( F(x) = \ln x \). For each multi-valued mapping \( T : X \to C(X) \) satisfying \((3)\) we have

\[
d(y, z) \leq e^{-\gamma} M(x, y), \text{ for all } x, y \in X, y \neq z.
\]

It is clear that for \( z, y \in X \) such that \( y = z \) the previous inequality also holds.

Definition 2.7. Let \( T : X \to C(X) \) be a multi-valued mapping. The graph of \( T \) is the subset \( \{(x, y) : x \in X, y \in Tx\} \) of \( X \times X \); we denote the graph of \( T \) by \( G(T) \). Then \( T \) is a closed multi-valued mapping if the graph \( G(T) \) is a closed subset of \( X \times X \).
3. Fixed points for $F$-contractions in complete metric spaces

In this section, we give some fixed point results for $F$-contractions in a complete metric space.

**Theorem 3.1.** Let $(X,d)$ be a complete metric space and let $T : X \to C(X)$ be a closed $F$-contraction. Then $T$ has a fixed point.

**Proof.** Let $x_0 \in X$ be an arbitrary point of $X$ and choose $x_1 \in Tx_0$. If $x_1 = x_0$, then $x_1$ is a fixed point of $T$ and the proof is completed. Assume that $x_1 \neq x_0$. Since $T$ is an $F$-contraction, then there exists $x_2 \in Tx_1$ such that

$$\tau + F(d(x_1, x_2)) \leq F(M(x_0, x_1)) \text{ and } x_2 \neq x_1.$$

Also, we get that there exists $x_3 \in Tx_2$ such that

$$\tau + F(d(x_2, x_3)) \leq F(M(x_1, x_2)) \text{ and } x_3 \neq x_2.$$

Repeating this process, we find that there exists a sequence $\{x_n\}$ with initial point $x_0$ such that $x_{n+1} \in Tx_n$, $x_{n+1} \neq x_n$ and

$$\tau + F(d(x_n, x_{n+1})) \leq F(M(x_{n-1}, x_n)), \text{ for all } n \in \mathbb{N}.$$

This implies

$$F(d(x_n, x_{n+1})) < F(M(x_{n-1}, x_n)), \text{ for all } n \in \mathbb{N}$$

and consequently, we have

$$d(x_n, x_{n+1}) < \max \left\{ d(x_{n-1}, x_n), d(x_{n-1}, Tx_n), d(x_n, Tx_n), \frac{d(x_{n-1}, Tx_n) + d(x_n, Tx_n)}{2} \right\}$$

$$= \max \left\{ d(x_{n-1}, x_n), d(x_n, Tx_n), \frac{d(x_{n-1}, Tx_n)}{2} \right\}$$

$$\leq \max \left\{ d(x_{n-1}, x_n), d(x_n, Tx_n), \frac{d(x_{n-1}, x_n) + d(x_n, Tx_n)}{2} \right\}$$

$$= \max \{d(x_{n-1}, x_n), d(x_n, x_{n+1})\}.$$

Obviously, if $\max \{d(x_{n-1}, x_n), d(x_n, x_{n+1})\} = d(x_n, x_{n+1})$, we have a contradiction and so

$$\max \{d(x_{n-1}, x_n), d(x_n, x_{n+1})\} = d(x_{n-1}, x_n).$$

Consequently, we get

$$\tau + F(d(x_n, x_{n+1})) \leq F(d(x_{n-1}, x_n)), \text{ for all } n \in \mathbb{N}.$$  \hspace{1cm} (4)

Now, let $d_n = d(x_n, x_{n+1}) > 0$ for all $n \in \mathbb{N} \cup \{0\}$. By (4), we have

$$F(d_n) \leq F(d_{n-1}) - \tau \leq \cdots \leq F(d_0) - n\tau, \text{ for all } n \in \mathbb{N}.$$  \hspace{1cm} (5)

and hence $\lim_{n \to +\infty} F(d_n) = -\infty$. By the property (F2), we get that $d_n \to 0$ as $n \to +\infty$. Now, let $k \in (0, 1)$ such that $\lim_{n \to +\infty} d_n^k F(d_n) = 0$. By (5), the following holds for all $n \in \mathbb{N}$:

$$d_n^k F(d_n) - d_n^k F(d_0) \leq d_n^k (F(d_0) - n\tau) - d_n^k F(d_0) = -n\tau d_n^k \leq 0.$$  \hspace{1cm} (6)

Letting $n \to +\infty$ in (6), we deduce $\lim_{n \to +\infty} n d_n^k = 0$ and hence $\lim_{n \to +\infty} n^{1/k} d_n = 0$. Clearly, $\lim_{n \to +\infty} n^{1/k} d_n = 0$ ensures that the series $\sum_{n=1}^{\infty} d_n$ is convergent. This implies that $\{x_n\}$ is a Cauchy sequence. Since $X$ is a complete metric space, there exists $u \in X$ such that $x_n \to u$ as $n \to +\infty$. Now, we prove that $u$ is a fixed point of $T$. Since $T$ is a closed multi-valued mapping and $(x_n, x_{n+1}) \to (u, u)$, we get $u \in Tu$ and hence $u$ is a fixed point of $T$. \hfill $\Box$
We note that in a metric space every upper semicontinuous multi-valued mapping is closed. Precisely, we recall that $T$ is upper semicontinuous if and only if for each closed set $B \in C(X)$, we have that $T^{-1}(B) = \{x : T(x) \cap B \neq \emptyset\}$ is closed. Then, from Theorem 3.1, we obtain the following corollary.

**Corollary 3.2.** Let $(X, d)$ be a complete metric space and let $T : X \to C(X)$ be an upper semicontinuous $F$-contraction. Then $T$ has a fixed point.

**Example 3.3.** Consider the complete metric space $(X, d)$, where $X = \{0, 1, 2, \ldots\}$ and $d : X \times X \to [0, +\infty)$ is given by

$$d(x, y) = \begin{cases} 0 & \text{if } x = y, \\ x + y & \text{if } x \neq y, \end{cases}$$

Let $T : X \to C(X)$ be defined by

$$Tx = \begin{cases} \{0\} & \text{if } x \in \{0, 1\}, \\ \{0, \ldots, x - 1\} & \text{if } x \geq 2. \end{cases}$$

Clearly the multi-valued mapping $T$ is closed.

Now, we show that $T$ satisfies (3), where $\tau = 1$ and $F(x) = \ln x + x$ for each $x \in \mathbb{R}^+$. To this aim, for all $x, y \in X$ with $y \in Tx$, we choose $z = 0 \in Ty$. First, we note that $d(y, z) > 0$ if and only if $x \geq 2$ and $y > 0$. If this holds true, then $d(y, z) = y < x + y = d(x, y)$ and hence

$$d(y, z) - M(x, y) \leq d(y, z) - d(x, y) \leq -2.$$

It follows easily that

$$\frac{d(y, z)}{M(x, y)}e^{d(x, y)-M(x, y)} \leq \epsilon^{-1}$$

and hence

$$1 + F(d(y, z)) \leq F(M(x, y)),$$

for all $x, y \in X$ with $d(y, z) > 0$. Then, by Theorem 3.1, $T$ has a fixed point.

On the other hand, it is easy to show that Theorem 1.1 is not applicable in this case. Indeed, assume there exists $k \in [0, 1)$ such that (1) holds true, then $H(Tx, 0) = x - 1 \leq kx$, for all $x \geq 1$. This implies that \(x - 1 \leq k\) and, for $x \to +\infty$, we get $1 \leq k$, a contradiction.

Next, we give a fixed point result for multi-valued $F$-contractions of Hardy-Rogers-type in a complete metric space.

**Theorem 3.4.** Let $(X, d)$ be a complete metric space and let $T : X \to CB(X)$. Assume that there exist $F \in \mathcal{F}$ and $\tau \in \mathbb{R}^+$ such that

$$2\tau + F(H(Tx, Ty)) \leq F(ad(x, y) + \beta d(x, Tx) + \gamma d(y, Ty) + \delta d(x, Ty) + Ld(y, Tx)),$$

(7)

for all $x, y \in X$, with $Tx \neq Ty$, where $\alpha, \beta, \gamma, \delta, L \geq 0$, $\alpha + \beta + \gamma + 2\delta = 1$ and $\gamma \neq 1$. Then $T$ has a fixed point.

**Proof.** Let $x_0 \in X$ be an arbitrary point of $X$ and choose $x_1 \in Tx_0$. If $x_1 \in Tx_1$, then $x_1$ is a fixed point of $T$ and the proof is completed. Assume that $x_1 \notin Tx_1$, then $Tx_0 \neq Tx_1$. Since $F$ is continuous from the right, there exists a real number $h > 1$ such that

$$F(h H(Tx_0, Tx_1)) < F(H(Tx_0, Tx_1)) + \tau.$$
Now, from \(d(x_1, Tx_1) < h(H(Tx_0, Tx_1))\), we deduce that there exists \(x_2 \in Tx_1\) such that \(d(x_1, x_2) \leq h(H(Tx_0, Tx_1))\). Consequently, we get

\[
F(d(x_1, x_2)) \leq F(h(H(Tx_0, Tx_1))) < F(H(Tx_0, Tx_1)) + \tau,
\]

which implies

\[
2\tau + F(d(x_1, x_2)) \leq 2\tau + F(H(Tx_0, Tx_1)) + \tau
\]

\[
\leq F(ad(x_0, x_1) + \beta d(x_0, Tx_0) + \gamma d(x_1, Tx_1) + \delta d(x_0, Tx_1) + Ld(x_1, Tx_0)) + \tau
\]

\[
\leq F(ad(x_0, x_1) + \beta d(x_0, x_1) + \gamma d(x_1, x_2) + \delta d(x_0, x_2)) + \tau
\]

\[
\leq F((\alpha + \beta + \delta)d(x_0, x_1) + (\gamma + \delta)d(x_1, x_2)) + \tau.
\]

Since \(F\) is strictly increasing, we deduce

\[
d(x_1, x_2) \leq (\alpha + \beta + \delta)d(x_0, x_1) + (\gamma + \delta)d(x_1, x_2)
\]

and hence

\[
(1 - \gamma - \delta)d(x_1, x_2) < (\alpha + \beta + \delta)d(x_0, x_1).
\]

From \(\alpha + \beta + \gamma + 2\delta = 1\) and \(\gamma \neq 1\), we deduce that \(1 - \gamma - \delta > 0\) and so

\[
d(x_1, x_2) < \frac{\alpha + \beta + \delta}{1 - \gamma - \delta} d(x_0, x_1) = d(x_0, x_1).
\]

Consequently,

\[
\tau + F(d(x_1, x_2)) \leq F(d(x_0, x_1)).
\]

Continuing in this manner, we can define a sequence \(\{x_n\} \subset X\) such that \(x_n \notin Tx_n, x_{n+1} \in Tx_n\) and

\[
\tau + F(d(x_{n+2}, x_{n+1})) \leq F(d(x_{n+1}, x_n)), \text{ for all } n \in N \cup \{0\}.
\]

Proceeding as in the proof of Theorem 3.1, we obtain that \(\{x_n\}\) is a Cauchy sequence. Since \(X\) is a complete metric space, there exists \(u \in X\) such that \(x_n \to u\) as \(n \to +\infty\). Now, we prove that \(u\) is a fixed point of \(T\). If there exists an increasing sequence \(\{n_k\} \subset N\) such that \(x_{n_k} \in Tu\) for all \(k \in N\), since \(Tu\) is closed and \(x_{n_k} \to u\), we get \(u \in Tu\) and the proof is completed. So we can assume that there exists \(n_0 \in N\) such that \(x_{n_k} \notin Tu\) for all \(n \in N\) with \(n \geq n_0\). This implies that \(Tx_{n-1} \neq Tu\) for all \(n \geq n_0\). Now, using (7) with \(x = x_n\) and \(y = u\), we obtain

\[
2\tau + F(H(Tx_n, Tu)) \leq F(ad(x_n, u) + \beta d(x_n, Tx_n) + \gamma d(u, Tu) + \delta d(x_n, Tu) + Ld(u, Tx_n)),
\]

which implies

\[
2\tau + F(d(x_{n+1}, Tu)) \leq 2\tau + F(H(Tx_n, Tu))
\]

\[
\leq F(ad(x_n, u) + \beta d(x_n, Tx_n) + \gamma d(u, Tu) + \delta d(x_n, Tu) + Ld(u, Tx_n))
\]

\[
\leq F(ad(x_n, u) + \beta d(x_n, x_{n+1}) + \gamma d(u, Tu) + \delta d(x_n, Tu) + Ld(u, x_{n+1})).
\]

Since \(F\) is strictly increasing, we have

\[
d(x_{n+1}, Tu) < ad(x_n, u) + \beta d(x_n, x_{n+1}) + \gamma d(u, Tu) + \delta d(x_n, Tu) + Ld(u, x_{n+1}).
\]

Letting \(n \to +\infty\) in the previous inequality, as \(\gamma + \delta < 1\) we get

\[
d(u, Tu) \leq (\gamma + \delta)d(u, Tu) < d(u, Tu),
\]

which implies \(d(u, Tu) = 0\). Since \(Tu\) is closed we obtain that \(u \in Tu\), that is, \(u\) is a fixed point of \(T\). □
4. Fixed points for $F$-contractions in ordered metric spaces

The existence of fixed points of self-mappings defined on certain type of ordered sets plays an important role in the order theoretic approach. This study has been initiated in 2004 by Ran and Reurings [22], and followed by Nieto and Rodríguez-Lopez [17]. Then, several interesting and valuable results appeared in this direction [3, 18, 19, 21, 25].

Let $X$ be a non-empty set. If $(X, d)$ is a metric space and $(X, \preceq)$ is partially ordered, then $(X, d, \preceq)$ is called an ordered metric space. Then $x, y \in X$ are called comparable if $x \preceq y$ or $y \preceq x$ holds. Further, a self-mapping $T$ on $X$ is called non-decreasing if $Tx \preceq Ty$ whenever $x \preceq y$ for all $x \in X$. Moreover, an ordered metric space $(X, d, \preceq)$ is regular if the following condition holds:

(r) for every non-decreasing sequence $\{x_n\}$ in $X$ convergent to some $x \in X$, we have $x_n \preceq x$ for all $n \in \mathbb{N} \cup \{0\}$.

**Definition 4.1** ([8]). Let $(X, \preceq)$ be a partially ordered set. Let $A$ and $B$ be two nonempty subsets of $X$. The relation between $A$ and $B$ is denoted and defined as follows: $A \prec B$, if for each $a \in A$ there exists $b \in B$ such that $a \preceq b$. Also, we say that $A \prec_2 B$ whenever for each $a \in A$ and $b \in B$ we have $a \preceq b$.

**Theorem 4.2.** Let $(X, d, \preceq)$ be an ordered complete metric space and let $T : X \to CB(X)$. Assume that there exist $F \in \mathcal{F}$ and $\tau \in \mathbb{R}^+$ such that

$$2\tau + F(H(Tx, Ty)) \leq F(ad(x, y) + \beta d(x, Tx) + \gamma d(y, Ty) + \delta d(x, Ty) + Ld(y, Tx)), \quad (8)$$

for all comparable $x, y \in X$, with $Tx \neq Ty$, where $\alpha, \beta, \gamma, \delta, L \geq 0$, $\alpha + \beta + \gamma + 2\delta = 1$ and $\gamma \neq 1$. If the following conditions are satisfied:

(i) there exists $x_0 \in X$ such that $\{x_0\} \prec_1 Tx_0$;

(ii) for $x, y \in X$, $x \preceq y$ implies $Tx \prec_2 Ty$;

(iii) $X$ is regular;

then $T$ has a fixed point.

**Proof.** By assumption (i), there exists $x_1 \in Tx_0$ such that $x_0 \preceq x_1$. By assumption (ii), $Tx_0 \prec_2 Tx_1$. If $x_1 \in Tx_1$, then $x_1$ is a fixed point of $T$ and the proof is completed. Assume that $x_1 \notin Tx_1$, then $Tx_0 \neq Tx_1$. Since $F$ is continuous from the right, there exists a real number $h > 1$ such that

$$F(hH(Tx_0, Tx_1)) < F(H(Tx_0, Tx_1)) + \tau.$$ 

Now, from $d(x_1, Tx_1) < hH(Tx_0, Tx_1)$ and $Tx_0 \prec_2 Tx_1$, we deduce that there exists $x_2 \in Tx_1$ such that $d(x_1, x_2) \leq hH(Tx_0, Tx_1)$ and $x_1 \preceq x_2$. Again, from assumption (ii), we get $Tx_1 \prec_2 Tx_2$ and hence following the same lines in the proof of Theorem 3.4, in view of assumption (ii), we can construct a monotone increasing sequence $\{x_n\}$ in $X$ such that $x_{n+1} \in Tx_n$, for all $n \in \mathbb{N} \cup \{0\}$ and

$$x_0 < x_1 < \cdots < x_n < \cdots,$$

that is, $x_0$ and $x_{n+1}$ are comparable and so $Tx_n \prec_2 Tx_{n+1}$ for all $n \in \mathbb{N} \cup \{0\}$. Next, proceeding as in the proof of Theorem 3.1, we obtain that $\{x_n\}$ is a Cauchy sequence. Also, since $X$ is a complete metric space, there exists $u \in X$ such that $x_n \to u$. From assumption (iii), we deduce that $x_n \preceq u$ for all $n \in \mathbb{N} \cup \{0\}$. The rest of the proof is analogous to Theorem 3.4 and so we omit the details. \[\square\]
5. Applications

5.1. Existence of bounded solutions of functional equations

Mathematical optimization is one of the fields in which the methods of fixed point theory are widely used. It is well known that the dynamic programming provides useful tools for mathematical optimization and computer programming. In this setting, the problem of dynamic programming related to multistage process reduces to solving the functional equation

\[ q(x) = \sup_{y \in D} \{ f(x, y) + G(x, y, q(\tau(x, y))) \}, \quad x \in W, \]

where \( \tau : W \times D \to W, f : W \times D \to \mathbb{R} \) and \( G : W \times D \times \mathbb{R} \to \mathbb{R} \). We assume that \( U \) and \( V \) are Banach spaces, \( W \subseteq U \) is a state space and \( D \subseteq V \) is a decision space. Precisely, see also [9, 10], the studied process consists of:

(i) a state space, which is the set of the initial state, actions and transition model of the process;
(ii) a decision space, which is the set of possible actions that are allowed for the process.

Here, we study the existence of the bounded solution of the functional equation (9).

Let \( B(W) \) denote the set of all bounded real-valued functions on \( W \) and, for an arbitrary \( h \in B(W) \), define \( \|h\| = \sup_{x \in W} |h(x)| \). Clearly, \((B(W), \|\|)\) endowed with the metric \( d \) defined by

\[ d(h, k) = \sup_{x \in W} |h(x) - k(x)|, \]

for all \( h, k \in B(W) \), is a Banach space. Indeed, the convergence in the space \( B(W) \) with respect to \( \|\| \) is uniform. Thus, if we consider a Cauchy sequence \( \{h_n\} \) in \( B(W) \), then \( \{h_n\} \) converges uniformly to a function, say \( h^* \), that is bounded and so \( h^* \in B(W) \).

We also define \( T : B(W) \to B(W) \) by

\[ T(h)(x) = \sup_{y \in D} \{ f(x, y) + G(x, y, h(\tau(x, y))) \}, \]

for all \( h \in B(W) \) and \( x \in W \). Obviously, if the functions \( f \) and \( G \) are bounded then \( T \) is well-defined.

Finally, let

\[ M(h, k) = \max \left\{ d(h, k), d(h, T(h)), d(k, T(k)), \frac{d(h, T(k)) + d(k, T(h))}{2} \right\}. \]

We will prove the following theorem.

**Theorem 5.1.** Let \( T : B(W) \to B(W) \) be an upper semicontinuous operator defined by (11) and assume that the following conditions are satisfied:

(i) \( G : W \times D \times \mathbb{R} \to \mathbb{R} \) and \( f : W \times D \to \mathbb{R} \) are continuous and bounded;

(ii) there exists \( \tau \in \mathbb{R}^+ \) such that \( |G(x, y, h(x)) - G(x, y, k(x))| \leq e^{-\tau} M(h, k) \), for all \( h, k \in B(W) \), where \( x \in W \) and \( y \in D \).

Then the functional equation (9) has a bounded solution.

**Proof.** Note that \((B(W), d)\) is a complete metric space, where \( d \) is the metric given by (10). Let \( \lambda \) be an arbitrary positive number, \( x \in W \) and \( h_1, h_2 \in B(W) \), then there exist \( y_1, y_2 \in D \) such that

\[ T(h_1)(x) < f(x, y_1) + G(x, y_1, h_1(\tau(x, y_1))) + \lambda, \]
\[ T(h_2)(x) < f(x, y_2) + G(x, y_2, h_2(\tau(x, y_2))) + \lambda, \]
\[ T(h_1)(x) \geq f(x, y_2) + G(x, y_2, h_1(\tau(x, y_2))), \]
\[ T(h_2)(x) \geq f(x, y_1) + G(x, y_1, h_2(\tau(x, y_1))). \]
Therefore, by using (12) and (15), it follows that
\[
T(h_1)(x) - T(h_2)(x) < G(x, y_1, h_1(\tau(x, y_1))) - G(x, y_1, h_2(\tau(x, y_1))) + \lambda
\leq \left| G(x, y_1, h_1(\tau(x, y_1))) - G(x, y_1, h_2(\tau(x, y_1))) \right| + \lambda
\leq e^{-\tau} M(h_1, h_2) + \lambda.
\]

Then, we get
\[
T(h_1)(x) - T(h_2)(x) < e^{-\tau} M(h_1, h_2) + \lambda.
\]  

(16)

Analogously, by using (13) and (14), we have
\[
T(h_2)(x) - T(h_1)(x) < e^{-\tau} M(h_1, h_2) + \lambda.
\]  

(17)

Hence, from (16) and (17) we obtain
\[
|T(h_1)(x) - T(h_2)(x)| < e^{-\tau} M(h_1, h_2) + \lambda,
\]

that is,
\[
d(T(h_1), T(h_2)) \leq e^{-\tau} M(h_1, h_2) + \lambda.
\]

Since the above inequality does not depend on \(x \in W\) and \(\lambda > 0\) is taken arbitrary, then we conclude immediately that
\[
d(T(h_1), T(h_2)) \leq e^{-\tau} M(h_1, h_2),
\]

for each \(x \in W\). Equivalently, by passing to logarithms, we can write this as
\[
\ln(d(T(h_1), T(h_2))) \leq \ln(e^{-\tau} M(h_1, h_2)),
\]

and, after routine calculations, we get
\[
\tau + \ln(d(T(h_1), T(h_2))) \leq \ln(M(h_1, h_2)).
\]

Now, we observe that the function \(F : \mathbb{R}^+ \to \mathbb{R}\) defined by \(F(x) = \ln x\), for each \(x \in W\), is in \(\mathcal{F}\) and so we deduce that the operator \(T\) is an \(F\)-contraction. Thus, due to the continuity of \(T\), Corollary 3.2 applies to the operator \(T\), which has a fixed point \(h^* \in B(W)\), that is, \(h^*\) is a bounded solution of the functional equation (9). \(\square\)

5.2. Existence of solutions of integral equations

Finally, we discuss the application of fixed point methods to the following Volterra type integral equation:

\[
u(t) = \int_0^t K(t, s, u(s)) \, ds + g(t), \quad t \in [0, \Lambda],
\]  

(18)

where \(\Lambda > 0\).

Precisely, we study the existence of the solution of the integral equation (18).

Let \(C([0, \Lambda], \mathbb{R})\) denote the space of all continuous functions on \([0, \Lambda]\) and, for an arbitrary \(u \in C([0, \Lambda], \mathbb{R})\), define \(\|u\|_\ast = \sup_{t \in [0, \Lambda]} |u(t)| e^{-\tau t}\), where \(\tau > 0\) is taken arbitrary. Note that \(\|\cdot\|_\ast\) is a norm equivalent to the supremum norm and \(C([0, \Lambda], \mathbb{R}), \|\cdot\|_\ast\) endowed with the metric \(d_\ast\), defined by

\[
d_\ast(u, v) = \sup_{t \in [0, \Lambda]} |u(t) - v(t)| e^{-\tau t},
\]  

(19)

for all \(u, v \in C([0, \Lambda], \mathbb{R})\), is a Banach space, see also [5, 20]. Now, \(C([0, \Lambda], \mathbb{R})\) can be equipped with the partial order \(\leq\) given by

\[u, v \in C([0, \Lambda], \mathbb{R}), \quad u \leq v \iff u(t) \leq v(t), \text{ for all } t \in [0, \Lambda].\]

Moreover, in [17], it is showed that \((C([0, \Lambda], \mathbb{R}), \leq)\) is regular.

We will prove the following theorem.
Theorem 5.2. Assume that the following conditions are satisfied:

(i) $K : [0, \Lambda] \times [0, \Lambda] \times \mathbb{R} \to \mathbb{R}$ and $g : [0, \Lambda] \to \mathbb{R}$ are continuous;
(ii) $K(t, s, \cdot) : \mathbb{R} \to \mathbb{R}$ is increasing, for all $t, s \in [0, \Lambda]$;
(iii) there exists $u_0 \in C([0, \Lambda], \mathbb{R})$ such that, for all $t \in [0, \Lambda]$, we have

\[ u_0(t) \leq \int_0^t K(t, s, u_0(s)) \, ds + g(t); \]
(iv) there exists $\tau \in [1, +\infty)$ such that

\[ |K(t, s, u) - K(t, s, v)| \leq \tau e^{-2t}|u - v|, \]

for all $t, s \in [0, \Lambda]$ and $u, v \in \mathbb{R}$ such that $u \leq v$.

Then the integral equation (18) has a solution.

Proof. Note that $(C([0, \Lambda], \mathbb{R}), d_r)$ is a complete metric space, where $d_r$ is the metric given by (19). Define $T : C([0, \Lambda], \mathbb{R}) \to C([0, \Lambda], \mathbb{R})$ by

\[ T(u)(t) = \int_0^t K(t, s, u(s)) \, ds + g(t), \quad t \in [0, \Lambda]. \]

From assumption (ii) $T$ is increasing. Now, for all $u, v \in C([0, \Lambda], \mathbb{R})$ such that $u \leq v$, by assumption (iv), we have

\[ |T(u)(t) - T(v)(t)| \leq \int_0^t |K(t, s, u(s)) - K(t, s, v(s))| \, ds \]
\[ \leq \int_0^t \tau e^{-2t}|u(s) - v(s)| \, ds \]
\[ = \int_0^t \tau e^{-2t}|u(s) - v(s)|e^{-t}e^{ts} \, ds \]
\[ \leq \int_0^t e^{ts} \tau e^{-2t}|u(s) - v(s)|e^{-ts} \, ds \]
\[ \leq \tau e^{-2t}||u - v||_r \int_0^t e^{ts} \, ds \]
\[ \leq \tau e^{-2t} \frac{1}{t} ||u - v||_r e^{t}. \]

This implies that

\[ |T(u)(t) - T(v)(t)|e^{-tt} \leq e^{-2t}||u - v||_r, \]

or equivalently,

\[ d_r(T(u), T(v)) \leq e^{-2t}d_r(u, v). \]

By passing to logarithms, we can write this as

\[ \ln(d_r(T(u), T(v))) \leq \ln(e^{-2t}d_r(u, v)), \]

and, after routine calculations, we get

\[ 2\tau + \ln(d_r(T(u), T(v))) \leq \ln(d_r(u, v)). \]

Now, we observe that the function $F : \mathbb{R}^+ \to \mathbb{R}$ defined by $F(u) = \ln u$, for each $u \in C([0, \Lambda], \mathbb{R})$, is in $\mathcal{F}$ and so we deduce that the operator $T$ satisfies condition (8) with $\alpha = 1$ and $\beta = \gamma = \delta = L = 0$. Clearly, from assumption (iii), $u_0 \leq T(u_0)$ and hence Theorem 4.2 applies to the operator $T$, which has a fixed point $u^* \in C([0, \Lambda], \mathbb{R})$, that is, $u^*$ is a solution of the integral equation (18). \qed
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