On the NBVP for Semilinear Hyperbolic Equations
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Abstract. This paper is concerned with establishing the solvability of the nonlocal boundary value problem for the semilinear hyperbolic equation in a Hilbert space. For the approximate solution of this problem, the first order of accuracy difference scheme is presented. Under some assumptions, the convergence estimate for the solution of this difference scheme is obtained. Moreover, these results are supported by a numerical example.

1. Introduction

Second order linear and semilinear hyperbolic equations are of keen interest in fluid dynamics, acoustics, mathematical physics, electromagnetic, etc. The article [1] investigates the existence and uniqueness of weak solutions for the semilinear degenerate hyperbolic Goursat problem. The authors of [2] study the blow-up property of weak solutions to an initial and boundary value problem for models many real physical problems such as viscoelastic fluids, processes of filtration through a porous media, fluids with temperature-dependent viscosity, etc. In paper [3], in the conic domain, the existence or nonexistence of global solutions of a multidimensional version of the first Darboux problem for wave equations with power nonlinearity is investigated. For the approximate solution of such types of partial differential equations efforts are being made to develop efficient and high accuracy finite difference methods (see [4]-[10] and the references therein). The authors of [11] investigate a nonlocal boundary value problem for semilinear hyperbolic-parabolic equations in a Hilbert space. The first and second order accuracy difference schemes approximately solving this problem are studied. The convergence estimates for the solution of these difference schemes are obtained. In paper [12], the unique solvability of local and nonlocal boundary value problems for the semilinear Schrödinger equation in a Hilbert space is investigated. The convergence estimates for the solution of difference schemes are established. The authors of [13] study the initial value problem for the semilinear integral-differential equation of the hyperbolic type. The convergence estimates for the solutions of the first and second order of accuracy difference schemes are obtained.

In the present paper, we consider the nonlocal boundary value problem for semilinear hyperbolic equation

\[
\begin{align*}
\frac{d^2u(t)}{dt^2} + Au(t) &= f(t, u(t)), \quad 0 \leq t \leq T, \\
u'(0) &= \rho u'(T) + \psi, \\
u(0) &= \sigma u(T) + \varphi
\end{align*}
\]
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Lipschitz condition:

all, let us prove that the problem (1) has a unique solution in $C$. In this section, the uniqueness of the solution of semilinear hyperbolic problem (1) is considered. First of

2. Existence and Uniqueness

scheme is applied to the one dimensional semilinear hyperbolic problem.

i) $u(t)$ is twice continuously differentiable on the interval $(0, T)$, continuously differentiable on the segment $[0, T]$ and satisfies the equation and nonlocal boundary conditions of problem (1).

ii) The element $u(t)$ belongs to $D(A)$ for all $t \in [0, T]$, and the function $Au(t)$ is continuous on the segment $[0, T]$.

In this work, we prove that problem (1) has a unique solution in $C([0, T], H)$. For the approximate solution of (1), the first order of accuracy difference scheme is presented. Under some assumptions, the convergence estimate for the solution of this difference scheme is obtained. To validate the main results, this difference scheme is applied to the one dimensional semilinear hyperbolic problem.

2. Existence and Uniqueness

In this section, the uniqueness of the solution of semilinear hyperbolic problem (1) is considered. First of all, let us prove that the problem (1) has a unique solution in $C([0, T], H)$. Here, $C([0, T], H)$ is the space of all continuous function, $v(t)$ defined on the interval $[0, T]$ in Hilbert space $H$. We use the norm

$$\|v\|_{C([0,T],H)} = \max_{0 \leq t \leq T} \|v(t)\|_H.$$ (3)

Strongly continuous cosine and sine operator functions $c(t), s(t), t \geq 0$, see [15, 16], are defined by formulas

$$c(t) = \frac{e^{-itA^{1/2}} + e^{itA^{1/2}}}{2}, \quad s(t) = A^{-1/2} \frac{e^{itA^{1/2}} - e^{-itA^{1/2}}}{2i}.$$ (4)

Lemma 2.1. The following estimates hold:

$$\|c(t)\|_{H \rightarrow H} \leq 1, \quad \|A^{1/2} s(t)\|_{H \rightarrow H} \leq 1, \quad t \geq 0.$$ (4)

Lemma 2.2. Assume that the assumption (2) is satisfied. Then, operator

$$P = [1 + \sigma \rho] I - (\rho + \sigma) c(T)$$

has an inverse and

$$\|P^{-1}\|_{H \rightarrow H} \leq \frac{1}{|\sigma \rho + 1| - |\sigma + \rho|}$$ (5)

is satisfied.

Proof. Applying the estimates (4) and triangle inequality, we obtain

$$\|P\|_{H \rightarrow H} = \|[1 + \sigma \rho] I - (\sigma + \rho) c(T)\|_{H \rightarrow H} \geq |1 + \sigma \rho| - |\sigma + \rho| > 0.$$ (4)

Estimate (5) follows from this estimation. $\square$

Theorem 2.3. Assume that $f$ is continuous function in $[0, T] \times H$ and there exists $K > 0$ such that $f$ satisfies the Lipschitz condition:

$$\|A^{-1/2}[f(t, v) - f(t, w)]\|_H \leq K\|v - w\|_H, \quad t \in [0, T]$$ (6)
for all \( u, v \in H \). Let the assumption (2) and 
\[
KT \left( 1 + \frac{4|\sigma| |\rho| + |\sigma| + |\rho|}{|\sigma \rho + 1| - |\sigma + \rho|} \right) < 1
\] (7)
hold. Then, the nonlocal boundary value problem (1) has a unique solution in \( C([0, T], H) \).

Proof. For the solution of (1), we have (see [17])
\[
u(t) = c(t)^{-1} \left( [I - \rho c(T)] \left[ \sigma \int_0^T s(T - \lambda) f(\lambda, u(\lambda)) d\lambda + \varphi \right]
\]
\[+ \sigma s(T) \left[ \rho \int_0^T c(T - \lambda) f(\lambda, u(\lambda)) d\lambda + \psi \right] \right)
\[+ s(t) P^{-1} \left( [I - \sigma c(T)] \left[ \rho \int_0^T c(T - \lambda) f(\lambda, u(\lambda)) d\lambda + \psi \right]
\]
\[+ \sigma \rho As(T) \left[ \sigma \int_0^T s(T - \lambda) f(\lambda, u(\lambda)) d\lambda + \varphi \right] \right) + \int_0^t (s(t) - s(T)) f(\lambda, u(\lambda)) d\lambda.
\]

We denote the right-hand side by operator \( Fu(t) \), which maps \( C([0, T], H) \) into \( C([0, T], H) \). We can prove that \( F \) is a contraction operator on \( C([0, T], H) \). By using (4) and Lipschitz condition (6), we get
\[
\| Fu(t) - Fu(t) \|_H \leq \| P^{-1} \|_{H \rightarrow H} \left( 1 + |\rho(\sigma + \rho)| \right) \left( \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
\[+ |\sigma| |\rho| \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
\[+ (1 + |\sigma|) |\rho| \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
\[+ |\sigma| |\rho| \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
\[+ \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
\[\leq \left[ 1 + \| P^{-1} \|_{H \rightarrow H} \left( |\sigma| + |\rho| + 4 |\sigma| |\rho| \right) \right] \int_0^T \left\| A^{-1/2} \left[ f(\lambda, v(\lambda)) - f(\lambda, u(\lambda)) \right] \right\|_H d\lambda
\]
for any \( t \in [0, T] \). So,
\[
\| Fu - Fu \|_{C([0, T], H)} \leq \alpha \| u - v \|_{C([0, T], H)}, \quad \text{where} \quad \alpha = KT \left( 1 + \frac{4|\sigma| |\rho| + |\sigma| + |\rho|}{|\sigma \rho + 1| - |\sigma + \rho|} \right).
\]

From (7) it follows that \( F \) is a contraction operator on \( C([0, T], H) \). Then by the fixed point theorem, the nonlocal boundary value problem (1) has a unique solution in \( C([0, T], H) \). \( \square \)
3. The First Order of Accuracy Difference Scheme

For the approximate solution of the nonlocal boundary value problem (1), we construct the first order of accuracy difference scheme

\[
\begin{align*}
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} &= f(t_k, u_k), \quad t_k = k\tau, \quad 1 \leq k \leq N-1, \quad N\tau = T, \\
u_0 &= a_1 u_N + \rho \psi, \quad (I + t^2 A)^{-1} (u_1 - u_0) = \rho (u_N - u_N-1) + \psi.
\end{align*}
\]

The following theorem is about the uniqueness of the solution \(u^T = \{u_k\}_{k=1}^N\) of difference scheme (8) in the space of grid functions \(C([0, T], H)\) with the norm

\[
\|u^T\|_{C([0,T],H)} = \max_{1 \leq k \leq N} \|u_k\|_H.
\]

**Lemma 3.1.** Let \(R, \tilde{R}\), and \(P_{\tau}\) be defined as

\[
R = \left(I + i\tau A^{1/2}\right)^{-1}, \quad \tilde{R} = \left(I - i\tau A^{1/2}\right)^{-1},
\]

\[
P_{\tau} = I - \frac{\sigma}{2} \left(R^{N-1} + \tilde{R}^{N-1}\right) - \frac{p}{2} (R^N + \tilde{R}^N) + \sigma R^N \tilde{R}^N.
\]

The estimates hold:

\[
\left\|P_{\tau}^{-1}\right\|_{H \rightarrow H} \leq \frac{1}{1 - |\sigma| - |\sigma| - |\rho|}, \quad \|R\|_{H \rightarrow H} \leq 1, \quad \|\tilde{R}\|_{H \rightarrow H} \leq 1, \quad \|\tau A^{1/2} R\|_{H \rightarrow H} \leq 1, \quad \|\tau A^{1/2} \tilde{R}\|_{H \rightarrow H} \leq 1. \quad (10)
\]

**Theorem 3.2.** Assume that \(f\) satisfies (6) in space \(C([0, T], H)\) and assumption (7) holds. Then the difference scheme (8) has a unique solution in \(C([0, T], H)\).

**Proof.** The proof of this theorem is similar to the Theorem 2.3 and based on the operator \(F\) which is defined on the space \(C([0, T], H)\) by the help of [17]

\[
F u_0 = P_{\tau}^{-1} \left\{ \left[ I - \rho (R - \tilde{R})^{1/2} \right] R \tilde{R} \left[ -\sigma \sum_{s=1}^{N-1} \frac{\tau}{2^s} A^{-1/2} (R^{N-s} - \tilde{R}^{N-s}) f(t_s, u_s) + \varphi \right] \right\},
\]

\[
F u_1 = P_{\tau}^{-1} \left\{ \left[ I - \rho (R - \tilde{R})^{1/2} \right] R \tilde{R} \left[ -\sigma \sum_{s=1}^{N-1} \frac{\tau}{2^s} A^{-1/2} (R^{N-s} - \tilde{R}^{N-s}) f(t_s, u_s) + \varphi \right] \right\} + \sigma (R - \tilde{R})^{1/2} (R^N - \tilde{R}^N) R \tilde{R} \left[ -\rho \sum_{s=1}^{N-2} \frac{\tau}{4} (R^{N-s} + \tilde{R}^{N-s}) f(t_s, u_s) + \rho \tau R \tilde{R} f(t_{N-1}, u_{N-1}) + \psi \right],
\]

\[
+ \tau P_{\tau}^{-1} \tilde{R} \left\{ \left[ I - \rho \left( \frac{1}{2} (R^{N-1} + \tilde{R}^{N-1}) \right) \right] \left[ -\rho \sum_{s=1}^{N-2} \frac{\tau}{4} (R^{N-s} + \tilde{R}^{N-s}) f(t_s, u_s) + \rho \tau R \tilde{R} \right] \right. \times \left. f(t_{N-1}, u_{N-1}) + \psi \right] + \rho A^{1/2} (R^{N-1} - \tilde{R}^{N-1}) \left[ -\sigma \sum_{s=1}^{N-1} \frac{\tau A^{-1/2}}{2^s} (R^{N-s} - \tilde{R}^{N-s}) f(t_s, u_s) + \varphi \right].
\]
By using triangle inequality, (6) and (10) we get

\[
F_{t_k} = \frac{1}{2} (R^{k-1} + R^{k-1}) P_\tau^{-1} \left\{ \left[ I - \rho \left( R - \bar{R} \right)^{-1} \frac{T}{t} A^{1/2} \left( R^N - \bar{R}^N \right) \right] \bar{R} \right\} \\
\times \left[ -\sigma \sum_{s=1}^{N-1} \frac{T}{2t} A^{1/2} \left( R^{N-s} - \bar{R}^{N-s} \right) f(t_s, u_s) + \varphi \right] + \sigma \left( R - \bar{R} \right)^{-1} \tau \left( R^N - \bar{R}^N \right) \bar{R} \\
\times \left( \frac{-\rho}{4} \sum_{s=1}^{N-2} \tau \left( R^{N-s} + \bar{R}^{N-s} \right) f(t_s, u_s) + \rho \tau \bar{R} \left( t_{N+1}, u_{N+1} \right) + \psi) \right) + \tau \left( R - \bar{R} \right)^{-1} \bar{R} \\
\times \left( R^k - \bar{R}^k \right) P_\tau^{-1} \left\{ \left[ I - \sigma \left( R^{k-1} + \bar{R}^{k-1} \right) \right] \left[ -\sigma \sum_{s=1}^{N-1} \frac{T}{2t} A^{1/2} \left( R^{N-s} + \bar{R}^{N-s} \right) f(t_s, u_s) \right] \\
+ \rho \tau \bar{R} \left( t_{N+1}, u_{N+1} \right) + \psi \right) + \rho \frac{1}{2t} A^{1/2} \left( R^{N-1} - \bar{R}^{N-1} \right) \left[ -\sigma \sum_{s=1}^{N-1} \frac{T}{2t} A^{1/2} \left( R^{k-s} - \bar{R}^{k-s} \right) f(t_s, u_s) \right] \\
\times \left( R^{N-s} - \bar{R}^{N-s} \right) f(t_s, u_s) + \varphi \right] - \sum_{s=1}^{k-1} \frac{T}{2t} A^{1/2} \left( R^{k-s} - \bar{R}^{k-s} \right) f(t_s, u_s), \quad 2 \leq k \leq N.
\]

By using triangle inequality, (6) and (10) we get

\[
\|Fv_0 - Fu_0\|_H \leq \|P_\tau^{-1}\|_{H^{-1}H} \left\{ (1 + 2 |\rho|) |\sigma| \sum_{s=1}^{N-1} \|A^{-1/2} f(t_s, v_s) - f(t_s, u_s)\|_H \right\} \\
\leq KT \|P_\tau^{-1}\|_{H^{-1}H} \left( 1 + 2 |\rho| \right) |\sigma| \|v_k - u_k\|_H,
\]

\[
\|Fv_1 - Fu_1\|_H \leq \|P_\tau^{-1}\|_{H^{-1}H} \left\{ |\sigma| + |\rho| + 4 |\sigma| |\rho| \right\} \sum_{s=1}^{N-1} \|A^{-1/2} f(t_s, v_s) - f(t_s, u_s)\|_H \\\n\leq KT \|P_\tau^{-1}\|_{H^{-1}H} \left( |\sigma| + |\rho| + 4 |\sigma| |\rho| \right) \|v_k - u_k\|_H,
\]

\[
\|Fv_k - Fu_k\|_H \leq \left\{ 1 + \|P_\tau^{-1}\|_{H^{-1}H} \left( |\sigma| + |\rho| + 4 |\sigma| |\rho| \right) \right\} \sum_{s=1}^{N-1} \|A^{-1/2} f(t_s, v_s) - f(t_s, u_s)\|_H \\\n\leq KT \left( 1 + \|P_\tau^{-1}\|_{H^{-1}H} \left( |\sigma| + |\rho| + 4 |\sigma| |\rho| \right) \right) \|v_k - u_k\|_H.
\]

\[ \square \]

**Theorem 3.3.** Let \( u_k \) represent the solution of difference scheme (8) at \( t_k \) and \( u(t_k) \) be the exact solution of (1). If \( u'''(t) \) and \( Au'(t) \) are continuous functions and \( f \) satisfies the Lipschitz condition (6), the convergence estimate

\[
\|u_k - u(t_k)\|_H \leq L \tau
\]

is satisfied, where \( L \) is independent of \( \tau \).

**Proof.** Using problem (1) and first order difference scheme (8), we get

\[
\left\{ \begin{array}{l}
\tau^{-2} (z_{k+1} - 2z_k + z_{k-1}) + Az_{k+1} = a_{k+1}, \quad 1 \leq k \leq N - 1, \\
z_0 = \sigma z_N + a_0, \quad (1 + \tau^2 A) \tau^{-1} (z_1 - z_0) - \rho \tau^{-1} (z_N - z_{N-1}) = a_1,
\end{array} \right.
\]

where \( z_k = u(t_k) - u_k \),

\[
a_0 = u_0 - u(t_0) - \sigma (u_N - u(t_N)) = 0,
\]

\[ \quad \]
where

\[ a_1 = u'(0) - \rho u'(T) - \left[ (I + \tau^2 \mathbf{A})^{-1} (u(\tau) - u(0)) - \rho \tau^{-1} (u(T) - u(T - \tau)) \right] = O(\tau), \]

and

\[ a_{k+1} = f(t_k, u_k) - f(t_k, u(t_k)) + \frac{d^2 u(t_k)}{dt^2} - \tau^{-2} (u(t_{k+1}) - 2u(t_k) + u(t_{k-1})) + Au(t_k) - Au(t_{k+1}), 1 \leq k \leq N - 1. \]

For the solution of (11), we have

\[ z_0 = \frac{1}{2} (R^{k-1} + R^{k-1}) z_0 + \left( R - \tilde{R} \right)^{-1} \left( R^k - R^k \right) (z_1 - z_0) - \sum_{s=1}^{k-1} \frac{\tau}{2t} A^{-1/2} \left[ R^{k-s} - R^{k-s} \right] a_{s+1}, 2 \leq k \leq N. \]

By using triangle inequality and (6), we obtain

\[ \left\| A^{-1/2} a_{k+1} \right\|_H \leq \left\| A^{-1/2} (f(t_k, u_k) - f(t_k, u(t_k))) \right\|_H + \left\| M(\delta) \left( Au(t_k) - Au(t_{k+1}) \right) \right\|_H \]

\[ + \left\| \tau a \left[ \frac{d^2 u(t_k)}{dt^2} - \tau^{-2} (u(t_{k+1}) - 2u(t_k) + u(t_{k-1})) \right] \right\|_H \]

\[ \leq K \left\| u_k - u(t_k) \right\|_H + M_1 \tau, 1 \leq k \leq N - 1, \]

\[ \left\| A^{-1/2} a_{1} \right\|_H \leq L_1 \tau, \]

where \( L_1 \) does not depend on \( \tau \). Applying the estimates (10) and Lipschitz condition (6), we get

\[ \left\| z_0 \right\|_H \leq \left\| P_{\tau}^{-1} \right\|_{H-H} (1 + 2 |\rho|) |\sigma| \tau \sum_{s=1}^{N-1} \left\| A^{-1/2} a_{s+1} \right\|_H + M_1 \tau, \]

\[ \left\| z_1 \right\|_H \leq \left\| P_{\tau}^{-1} \right\|_{H-H} (|\sigma| + |\rho| + 4 |\rho| |\sigma|) \tau \sum_{s=1}^{N-1} \left\| A^{-1/2} a_{s+1} \right\|_H + M_2 \tau, \]

and

\[ \left\| z_2 \right\|_H \leq \left[ 1 + \left\| P_{\tau}^{-1} \right\|_{H-H} (|\sigma| + |\rho| + 4 |\rho| |\sigma|) \right] \sum_{s=1}^{N-1} \left\| A^{-1/2} a_{s+1} \right\|_H \tau + M_3 \tau, 2 \leq k \leq N. \]
Applying (14), we get

\[ \|z_k\|_H \leq K\beta \sum_{s=1}^{N} \|z_s\|_H \tau + M_4 \tau, \quad 1 \leq k \leq N, \]

where \( \beta = \alpha / KT \). It follows that

\[ \max_{1 \leq k \leq N} \|z_k\|_H \leq \alpha \max_{1 \leq k \leq N} \|z_k\|_H + M_4 \tau. \]

Therefore, using (7) we have

\[ \max_{1 \leq k \leq N} \|z_k\|_H \leq \frac{1}{1 - \alpha} M_4 \tau = M_5 \tau, \quad \|z_0\|_H \leq L_2 \tau. \]

That shows us that the unique solution of difference scheme (8) converges to the unique solution of (1) in a Hilbert space \( H \).

To obtain the unique solution of the difference scheme (8), the recursive relation

\[
\begin{aligned}
t^2 \left( (m)u_{k+1} - 2(m)u_k + (m)u_{k-1} \right) + A(m)u_{k+1} &= f \left( (m)u_{(m-1)} u_k \right), \quad t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad N \tau = T, \\
(m)u_0 &= \sigma(m)u_N + \varphi, \quad (l + \tau^2 A)^{-1} (m)u_1 - (m)u_0 = \rho \tau^{-1} (m)u_N - (m)u_{N-1} + \psi
\end{aligned}
\]

is used, where \( (m)u^m = \{ (m)u_k \}_{k=1}^{N} \), \( m = 1, 2, 3, \ldots \) and \( (0)t^2 \) is given. The sequence of the solutions converges to the unique solution \( u^* \) of difference scheme (8).

4. Numerical Analysis

In this section, we apply the first order of accuracy difference scheme (8) to the semilinear hyperbolic problem.

**Example 4.1.** Consider the problem

\[
\begin{aligned}
\frac{\partial^2 u(x, t)}{\partial t^2} - \frac{\partial^2 u(x, t)}{\partial x^2} - u_x(x, t) + u(x, t) &= f(x, t, u), \quad 0 < t < 1, \quad 0 < x < \pi, \\
f(x, t, u) &= 0.05 \sin ((\epsilon' - t - 1) \sin x) + (3\epsilon' - 2t - 2) \sin x - (\epsilon' - t - 1) \cos x - \frac{\sin u}{20}, \\
u(x, 0) &= \frac{1}{2} u(x, 1) + \varphi(x), \quad \varphi(x) = \frac{2 - \epsilon}{2} \sin x, \quad 0 \leq x \leq \pi, \\
u_t(x, 0) &= \frac{1}{2} u_t(x, 1) + \psi(x), \quad \psi(x) = \frac{1 - \epsilon}{2} \sin x, \quad 0 \leq x \leq \pi, \\
u(0, t) &= u(\pi, t) = 0, \quad 0 \leq t \leq 1
\end{aligned}
\]

which has exact solution \( u = (\epsilon' - t - 1) \sin x \).

Note that, the inequality (7) holds with \( K < \frac{1}{12}, \sigma = \rho = \frac{1}{2} \), the function \( f(t, x, u) \) satisfies the Lipschitz condition (6). For the approximate solutions of nonlocal boundary value problem (16), we apply (15).
Note that, error is approximately cut in half when simulations are shown in the following table. We observe that the error decreases as $N$.

To summarize, for the solution of the problem (1), the uniqueness of the solution is established. The convergence estimates are established for the solution of first order of accuracy difference scheme (17). Finally, this difference scheme is applied to the one dimensional semilinear hyperbolic problems. Furthermore, this technique can be applied to the higher order of accuracy difference schemes. Without proof extended abstract of this work was printed in [14].
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