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Abstract. The sequence of random variables $\{X_n\}_{n \in \mathbb{N}}$ is said to be weighted modulus $\alpha\beta$-statistically convergent in probability to a random variable $X$ [16] if for any $\varepsilon, \delta > 0$,

$$\lim_{n \to \infty} \frac{1}{T_{\alpha\beta}(n)} \left| \left\{ k \leq T_{\alpha\beta}(n) : t_k \phi(P(|X_k - X| \geq \varepsilon)) \geq \delta \right\} \right| = 0$$

where $\phi$ be a modulus function and $\{t_k\}_{k \in \mathbb{N}}$ be a sequence of real numbers such that $\lim \inf_{k \to \infty} t_k > 0$ and $T_{\alpha\beta}(n) = \sum_{k \in [\alpha n, \beta n]} t_k \forall n \in \mathbb{N}$. In this paper we study a related concept of convergence in which the value $\frac{1}{T_{\alpha\beta}(n)}$ is replaced by $\frac{1}{C_n}$, for some sequence of real numbers $\{C_n\}_{n \in \mathbb{N}}$ such that $C_n > 0 \forall n \in \mathbb{N}$, $\lim C_n = \infty$ and $\lim \sup_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} < \infty$ (like [30]). The results are applied to build the probability distribution for quasi-weighted modulus $\alpha\beta$-statistical convergence in probability, quasi-weighted modulus $\alpha\beta$-strong Cesàro convergence in probability, quasi-weighted modulus $S_{\alpha\beta}$-convergence in probability and quasi-weighted modulus $N_{\alpha\beta}$-convergence in probability. If $\{C_n\}_{n \in \mathbb{N}}$ satisfying the condition $\lim \inf_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} > 0$, then quasi-weighted modulus $\alpha\beta$-statistical convergence in probability and weighted modulus $\alpha\beta$-statistical convergence in probability are equivalent except the condition $\lim \inf_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} = 0$. So our main objective is to interpret the above exceptional condition and produce a relational behavior of above mention four convergences.

1. Introduction

The concept of statistical convergence was introduced by Fast [11] and Steinhaus [37] and later on reintroduced by Schonenberg [35] independently and is based on the notion of asymptotic density of the subset of natural numbers. Later on it was further investigated from the sequence space point of view and
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linked with summability theorem by Šalát [31], Fridy [13], Connor [8], Fridy and Orhan [14]. In last few years, its several generalizations and applications has been given by many authors like:

(i) statistical convergence of order \( \alpha \) by Çolak [6] (statistical convergence of order \( \alpha \) was also independently introduced by Bhunia et al. [4]),
(ii) pointwise and uniform statistical convergence of order \( \alpha \) by Cinar et al. [5],
(iii) \( \lambda \)-statistical convergence was introduced by Mursaleen [27],
(iv) \( \lambda \)-statistical convergence of order \( \alpha \) by Çolak and Bektas \( \chi \) [7],
(v) \( \lambda \)-statistical convergence of order \( \alpha \) of sequences of functions by Et et al. [10],
(vi) lacunary statistical convergence of order \( \alpha \) by Sengül and Et [36],
(vii) quasi statistical convergence by Sakaoğlu-Özgür and Yurdakadın [30],
(viii) weighted statistical convergence by Karakaya et al. [24, 25] and modified by Mursaleen et al. [28],
(ix) weighted statistical convergence of order \( \alpha \) by Ghosal [19],
(x) weighted lacunary statistical convergence by Başarır and Konca [2],
(xi) \( \alpha \beta \)-statistical convergence of order \( \gamma \) by Aktuğlu [1],
(xii) \( A \)-statistical limit points via ideals by Gürdal & Sari [21],
(xiii) ideal convergence in random \( n \)-norms space by Gürdal [20, 22] and Gürdal & Huban[23],
(xiv) lacunary sequence spaces defined by modulus functions by Savaş and Patterson[34](for more results on this convergence see the paper [32]),
(xv) statistical convergence in probability by Ghosal [15], and many other, in different fields of mathematics.

In another direction, the history of strong \( p \)-Cesàro summability, being longer, is not so clear. As per author’s knowledge in [8], it has been shown that if a sequence is strongly \( p \)-Cesàro summable (for \( 0 < p < \infty \)) to \( x \), then the sequence must be statistically convergent to the same limit. Both the authors Fast [11] and Schonenberg [35] noted that if a bounded sequence is statistically convergent to \( x \), then it is strongly Cesàro summable to \( x \). In [12], the relation between strongly Cesàro summable and \( N_\theta \)-convergence was established among other things.

In particular in probability theory, a new type of convergence called statistical convergence in probability was introduced in [15], as follows: Let \( \{X_n\}_{n \in \mathbb{N}} \) be a sequence of random variables where each \( X_n \) is defined on the same sample space \( W \) (for each \( n \)) with respect to a given class of events \( \Delta \) and a given probability function \( P : \Delta \to \mathbb{R} \). Then the sequence \( \{X_n\}_{n \in \mathbb{N}} \) is said to be statistically convergent in probability to a random variable \( X : W \to \mathbb{R} \) if for any \( \varepsilon, \delta > 0 \)

\[
\lim_{n \to \infty} \frac{1}{n} \| \{k \leq n : P(|X_k - X| \geq \varepsilon) \geq \delta \} \| = 0
\]

where the vertical bars denotes the cardinality of the enclosed set. In this case we write \( X_n \overset{(S,P)}{\longrightarrow} X \). The class of all sequences of random variables which are statistically convergent in probability is denoted by \( (S,P) \). For more results on this convergence see the papers [9, 17, 18].

In this paper a new approach has been made to extend the application area by correlating quasi-statistical convergence, \( \alpha\beta \)-statistical convergence and weighted-statistical convergence for more complete analysis of sequences of real numbers and to apply the theory of probability distributions. The results are applied to build the probability distribution for quasi-weighted modulus \( \alpha\beta \)-statistical convergence in probability, quasi-weighted modulus \( \alpha\beta \)-strong Cesàro convergence in probability, quasi-weighted modulus \( S_{\alpha\beta} \)-convergence in probability, quasi-weighted modulus \( N_{\alpha\beta} \)-convergence in probability have been introduced and the interrelations among them have been investigated. Also their certain basic properties have been studied. It is important to note that the methods of proofs and in particular the examples are not analogous to the real case.

The following definitions and notions will be needed in sequel.
Definition 1.1 (see [30]): A sequence \( \{x_n\}_{n \in \mathbb{N}} \) of real numbers is said to be quasi-statistically convergent to \( x \) if for every \( \varepsilon > 0 \)
\[
\lim_{n \to \infty} \frac{1}{C_n} |\{k \leq n : |x_k - x| \geq \varepsilon\}| = 0
\]
where \( C_n > 0 \ \forall \ n \in \mathbb{N}, \ \lim_{n \to \infty} C_n = \infty \) and \( \lim_{n \to \infty} \sup_{n \in \mathbb{N}} \frac{C_n}{n} < \infty \). In this case we write \( x_n \overset{q}{\rightarrow} x \) and the set of all quasi-statistically convergent sequences are denoted by \( S^q \).

Definition 1.2 (see [1]): Let \( \{\alpha_n\}_{n \in \mathbb{N}} \) and \( \{\beta_n\}_{n \in \mathbb{N}} \) be two sequences of positive real numbers such that
(i) \( \alpha \) and \( \beta \) are both non-decreasing,
(ii) \( \beta_n \geq \alpha_n \ \forall \ n \in \mathbb{N}, \)
(iii) \( (\beta_n - \alpha_n) \to 0 \) as \( n \to \infty \).
Then the sequence of real numbers \( \{x_n\}_{n \in \mathbb{N}} \) is said to be \( \alpha\beta \)-statistically convergent of order \( \gamma \) (where \( 0 < \gamma \leq 1 \)) to a real number \( x \) if for every \( \varepsilon > 0 \)
\[
\lim_{n \to \infty} \frac{1}{(\beta_n - \alpha_n + 1)^\gamma} |\{k \in [\alpha_n, \beta_n) : |x_k - x| \geq \varepsilon\}| = 0.
\]
In this case we write \( x_n \overset{\alpha\beta}{\rightarrow} x \) and the set of all sequences which are \( \alpha\beta \)-statistically convergent of order \( \gamma \) is denoted by \( S_{\alpha\beta}^\gamma \).

Definition 1.3 (see [19]): Let \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \liminf_{n \to \infty} t_n > 0 \) and \( T_n = t_1 + t_2 + \ldots + t_n \ \forall \ n \in \mathbb{N} \). A real sequence \( \{x_n\}_{n \in \mathbb{N}} \) is said to be weighted statistically convergent of order \( \gamma \) (where \( 0 < \gamma \leq 1 \)) to \( x \) if for every \( \varepsilon > 0 \),
\[
\lim_{n \to \infty} \frac{1}{n} |\{k \leq n : |t_k x_k - x| \geq \varepsilon\}| = 0.
\]
In this case we write \( x_n \overset{(S_{t_n}^\gamma)}{\rightarrow} x \). The class of all sequences which are weighted statistically convergent of order \( \gamma \) is denoted by \( (S_{t_n}^\gamma) \). For \( \gamma = 1 \), we say that \( \{x_n\}_{n \in \mathbb{N}} \) is weighted statistically convergent to \( x \) and this denoted by \( x_n \overset{(S_{t_n})}{\rightarrow} x \).

Definition 1.4 (see [24, 28]): Let \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of nonnegative real numbers such that \( t_1 > 0 \) and \( T_n = t_1 + t_2 + \ldots + t_n \) where \( n \in \mathbb{N} \) and \( T_n \to \infty \) as \( n \to \infty \). Then the sequence of real numbers \( \{x_n\}_{n \in \mathbb{N}} \) is said to be weighted strongly Cesàro convergent (or strongly \((\overline{N}, t_n)\)-summable) to a real number \( x \) if
\[
\lim_{n \to \infty} \frac{1}{T_n} \sum_{k=1}^{n} t_k |x_k - x| = 0.
\]
In this case we write \( x_n \overset{[\overline{N}, (t_n)]}{\rightarrow} x \). The set of all strongly \((\overline{N}, t_n)\)-summable real sequences are denoted by \( [\overline{N}, t_n] \).

Definition 1.5 (see [26, 29]): A modulus function \( \phi \) is a function from \([0, \infty)\) to \([0, \infty)\) such that
(i) \( \phi(x) = 0 \) if and only if \( x = 0 \),
(ii) \( \phi(x + y) \leq \phi(x) + \phi(y) \), for all \( x, y > 0 \),
(iii) \( \phi \) is increasing,
(iv) \( \phi \) is continuous from the right at zero.

A modulus function may be bounded or unbounded. Savaş [32, 33] and Tripathy & B. Sarma [38] and other authors used modulus function function to construct new sequence spaces. Recently Savaş &
Patterson [34] have defined and studied some sequence spaces by using a modulus function.

**Definition 1.6** (see [16]): Let \( \phi \) be a modulus function and \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \liminf_{n \to \infty} t_n > 0 \) and \( T_{ap(n)} = \sum_{k \in [t_n, t_n]} t_k \), for all \( n \in \mathbb{N} \). A sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be weighted modulus \( a\beta \)-statistically convergent of order \( \gamma \) (where \( 0 < \gamma \leq 1 \)) in probability to a random variable \( X : \mathcal{W} \to \mathbb{R} \) if for any \( \epsilon, \delta > 0 \),

\[
\lim_{n \to \infty} \frac{1}{T_{ap(n)}} \{ |k \leq T_{ap(n)} : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta \} = 0.
\]

In this case, we write \( X_n \xrightarrow{(S_{ap}^P, t_n)} X \) and the class of all sequences of random variables which are weighted modulus \( a\beta \)-statistically convergent of order \( \gamma \) in probability is denoted by \( (S_{ap}^P, t_n) \).

**Definition 1.7** (see [16]): Let \( \phi \) be a modulus function and \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of nonnegative real numbers such that \( t_1 > 0 \) and \( T_{ap(n)} = \sum_{k \in [t_n, t_n]} t_k \to \infty \) as \( n \to \infty \). Then the sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be weighted modulus \( a\beta \)-strongly Cesàro summable of order \( \gamma \) (where \( 0 < \gamma \leq 1 \)) in probability to a random variable \( X \) if for any \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{T_{ap(n)}} \sum_{k \in [t_n, t_n]} t_k \phi(P(|X_k - X| \geq \epsilon)) = 0.
\]

In this case, \( X_n \xrightarrow{(N_{ap}^P, t_n)} X \) and the class of all sequences of random variables which are weighted modulus \( a\beta \)-strongly Cesàro summable of order \( \gamma \) in probability is denoted by \( (N_{ap}^P, t_n) \).

**Definition 1.8** (see [16]): Let \( \phi \) be a modulus function and \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \liminf_{n \to \infty} t_n > 0 \), and \( T_{ap(n)} = \sum_{k \in [t_n, t_n]} t_k \), for all \( n \in \mathbb{N} \). Then the sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be weighted modulus \( S_{ap} \)-convergent of order \( \gamma \) in probability (where \( 0 < \gamma \leq 1 \)) to a random variable \( X \) if for every \( \epsilon, \delta > 0 \),

\[
\lim_{n \to \infty} \frac{1}{T_{ap(n)}} \{ |k \in I_{ap(n)} : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta \} = 0,
\]

where \( I_{ap(n)} = (T_{ap(n)}), T_{ap(n)} \) and \([x]\) denotes the greatest integer not greater than \( x \). In this case we write \( X_n \xrightarrow{(WS_{ap}^P, I_{ap(n)})} X \). The class of all sequences of random variables which are weighted modulus \( S_{ap} \)-convergent of order \( \gamma \) in probability is denoted by \( (WS_{ap}^P, t_n) \).

**Definition 1.9** (see [16]): Let \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of nonnegative real numbers such that \( t_1 > 0 \) and \( T_{ap(n)} = \sum_{k \in [t_n, t_n]} t_k \to \infty \), as \( n \to \infty \) and \( \phi \) be a modulus function. The sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be weighted modulus \( N_{ap} \)-convergent of order \( \gamma \) in probability (where \( 0 < \gamma \leq 1 \)) to a random variable \( X \) if for any \( \epsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{T_{ap(n)}} \sum_{k \in I_{ap(n)}} t_k \phi(P(|X_k - X| \geq \epsilon)) = 0.
\]

In this case, \( X_n \xrightarrow{(WN_{ap}^P, I_{ap(n)})} X \) and the class of all sequences of random variables which are weighted modulus \( N_{ap} \)-convergent of order \( \gamma \) in probability is denoted by \( (WN_{ap}^P, t_n) \).
2. Main Results

We first introduce the following definitions.

**Definition 2.1.** Let \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \liminf_{n \to \infty} t_n > 0 \) and \( T_{\alpha\beta}(n) = \sum_{k \in [n_x, x_n]} t_k \), for all \( n \in \mathbb{N} \). Then the sequence of real numbers \( \{x_n\}_{n \in \mathbb{N}} \) is said to be quasi-weighted \( \alpha\beta \)-statistically convergent to \( x \) if for every \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{C_n} |\{k \leq T_{\alpha\beta}(n) : t_k|X_k - x| \geq \varepsilon\}| = 0
\]

where \( C_n > 0 \), for all \( n \in \mathbb{N} \), \( \lim_{n \to \infty} C_n = \infty \) and \( \limsup_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} < \infty \). In this case we write \( x_n \overset{(S_{\alpha\beta})}{\longrightarrow} x \). The class of all quasi-weighted \( \alpha\beta \)-statistically convergent sequences are denoted by \( (S_{\alpha\beta}) \).

**Remark 2.2.**

(i) For \( t_n = 1, \alpha_n = 1, \beta_n = n, \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with quasi-statistical convergence [30].

(ii) For \( t_n = 1, \alpha_n = 1, \beta_n = n, C_n = n^\gamma \) (where \( 0 < \gamma \leq 1 \)), \( \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with statistical convergence of order \( \gamma \) [4, 7].

(iii) For \( t_n = 1, \alpha_n = n - \lambda_n + 1, \beta_n = n \) and \( C_n = \lambda_n, \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with \( \lambda \)-statistical convergence of order \( \gamma \) [7, 10].

(iv) For \( \alpha_n = 1, \beta_n = n \) and \( C_n = T_n^\gamma \) (where \( T_{\alpha\beta}(n) = T_n = \sum_{k \in [1, n]} t_k \), \( \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with weighted statistical convergence of order \( \gamma \) [19, 24, 28].

(v) For \( \alpha_n = n - \lambda_n + 1, \beta_n = n \) and \( C_n = T_{\lambda_n} \) (where \( T_{\alpha\beta}(n) = T_{\lambda_n} = \sum_{k \in [n - \lambda_n + 1, n]} t_k \), \( \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with weighted \( \lambda \)-statistical convergence [3].

(vi) For \( C_n = T_{\alpha\beta}(n) \) (where \( 0 < \gamma \leq 1 \)), \( \forall n \in \mathbb{N} \) then quasi-weighted \( \alpha\beta \)-statistical convergence coincides with weighted \( \alpha\beta \)-statistical convergence of order \( \gamma \) [16] and so on.

It is obvious that if \( x_n \overset{(S_{\alpha\beta})}{\longrightarrow} x \) and \( x_n \overset{(S_{\alpha\beta})}{\longrightarrow} y \) then \( x = y \).

Throughout the paper we assume that \( \{C_n\}_{n \in \mathbb{N}} \) is a sequence of real numbers such that \( C_n > 0, \forall n \in \mathbb{N} \), \( \lim_{n \to \infty} C_n = \infty \) and \( \limsup_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} < \infty \).

Now we like to introduce the definition of quasi-weighted modulus \( \alpha\beta \)-statistical convergence in probability of a sequence of random variables as follows:

**Definition 2.3.** Let \( \phi \) be a modulus function and \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \liminf_{n \to \infty} t_n > 0 \) and \( T_{\alpha\beta}(n) = \sum_{k \in [n_x, x_n]} t_k \), for all \( n \in \mathbb{N} \). Then the sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be quasi-weighted modulus \( \alpha\beta \)-statistically convergent in probability to a random variable \( X \) (where \( X : \mathcal{W} \to \mathbb{R} \)) if for any \( \varepsilon, \delta > 0 \),

\[
\lim_{n \to \infty} \frac{1}{C_n} |\{k \leq T_{\alpha\beta}(n) : t_k\phi(P(|X_k - X| \geq \varepsilon)) \geq \delta\}| = 0.
\]

In this case we write \( X_n \overset{(S_{\alpha\beta})}{\longrightarrow} X \) and the class of all quasi-weighted modulus \( \alpha\beta \)-statistically convergent sequences in probability is denoted by \( (S_{\alpha\beta}) \).

**Theorem 2.4.** If \( X_n \overset{(S_{\alpha\beta})}{\longrightarrow} X \) and \( X_n \overset{(S_{\alpha\beta})}{\longrightarrow} Y \) then \( P[X = Y] = 1 \).
Theorem 2.5. Which is impossible because the right hand side tends to zero as $n \to \infty$ and $\lim \inf_{n} > \delta$.

Proof. If possible let $P[X = Y] \neq 1$. Then there exists two positive real numbers $\epsilon, \delta$ such that $\phi(P(|X - Y| \geq \epsilon)) > \delta$ and $\lim \inf_{n} > \delta$.

Then for large value of $n$ we get

$$\eta < \frac{T_{a|\phi|}(n)}{C_{n}} = \frac{1}{C_{n}} |\{k \leq T_{a|\phi|} : t_{k}\phi(P(|X - Y| \geq \epsilon)) \geq \delta^{2}\}|$$

$$\leq \frac{1}{C_{n}} |\{k \leq T_{a|\phi|} : t_{k}\phi(P(|X_{k} - X| \geq \frac{\epsilon}{2}) \geq \delta^{2}\}|$$

$$+ \frac{1}{C_{n}} |\{k \leq T_{a|\phi|} : t_{k}\phi(P(|X_{k} - Y| \geq \frac{\epsilon}{2}) \geq \delta^{2}\}|$$

where $\eta$ be a positive real number (existence of $\eta$ is guaranteed by the conditions of the sequence $\{C_{n}\}_{n \in \mathbb{N}}$). Which is impossible because the right hand side tends to zero as $n \to \infty$. Hence the result.

Theorem 2.6. The proof is parallel to that of Lemma 1.1 in [30] and therefore omitted.

Proof. The proof is parallel to that of Lemma 1.3 in [30] and therefore omitted.

Theorem 2.6. Let $\{C_{n}\}_{n \in \mathbb{N}}$ is a sequence of real numbers satisfying the condition $\lim \inf_{n \to \infty} \frac{C_{n}}{T_{a|\phi|}(n)} > 0$ and $\{C_{n}\}_{n \in \mathbb{N}}$ is weighted modulus $a\beta$-statistically convergent in probability to $X$ then it is weighted modulus $a\beta$-statistically convergent in probability to $X$.

Proof. The proof is parallel to that of Lemma 1.3 in [30] and therefore omitted.

If $\{C_{n}\}_{n \in \mathbb{N}}$ satisfying the condition $\lim \inf_{n \to \infty} \frac{C_{n}}{T_{a|\phi|}(n)} > 0$ then quasi-weighted modulus $a\beta$-statistical convergence in probability is equivalent to weighted modulus $a\beta$-statistical convergence in probability. So the problem is quite interesting if $\lim \inf_{n \to \infty} \frac{C_{n}}{T_{a|\phi|}(n)} = 0$.

The following example shows that there is a sequence $\{X_{n}\}_{n \in \mathbb{N}}$ of random variables which is weighted modulus $a\beta$-statistically convergent in probability to a random variable $X$ but it is not quasi-weighted modulus $a\beta$-statistically convergent in probability to $X$.

Example 2.7. Let the sequence of random variables $\{X_{n}\}_{n \in \mathbb{N}}$ is defined by,

$$X_{n} \in \{-1, 1\}, \text{ with p.m.f } P(X_{n} = -1) = P(X_{n} = 0), \text{ if } n = m^{2}, \text{ where } m \in \mathbb{N},$$

$$\{0, 1\}, \text{ with p.m.f } P(X_{n} = 0) = 1 - \frac{1}{\pi^{2}}, P(X_{n} = 1) = \frac{1}{\pi^{2}}, \text{ if } n \neq m^{2}, \text{ where } m \in \mathbb{N}.$$

Let $t_{n} = 2n, \alpha_{n} = n, \beta_{n} = n^{2}, C_{n} = n, \forall n \in \mathbb{N}$ and $\phi(x) = \sqrt{x}, \forall x \in [0, \infty) \Rightarrow T_{a|\phi|} = n^{4} + n, \forall n \in \mathbb{N}$ and $\lim \inf_{n \to \infty} \frac{C_{n}}{T_{a|\phi|}(n)} = 0.$

For $0 < \epsilon < 1$, we get

$$P(|X_{n} - 0| \geq \epsilon) = \begin{cases} 1, & \text{if } n = m^{2}, \text{ where } m \in \mathbb{N}, \\ \frac{1}{\pi^{2}}, & \text{if } n \neq m^{2}, \text{ where } m \in \mathbb{N}. \end{cases}$$

Now let $0 < \delta < 1$, then

$$\frac{1}{T_{a|\phi|}(n)} |\{k \leq T_{a|\phi|} : t_{k}\phi(P(|X_{k} - 0| \geq \epsilon)) \geq \delta\}| \leq \frac{\sqrt{n^{4} + n}}{(n^{4} + n)} \leq \frac{\sqrt{2n^{2}}}{n^{2}} \leq \frac{\sqrt{2}}{n^{2}}.$$
and
\[
\frac{1}{C_n} |k \leq T_{a\beta(\alpha)}: t_k \phi(P(|X_k - 0| \geq \varepsilon)) \geq \delta)| \geq \frac{\sqrt{n^4 + n} - 1}{n} \geq n \sqrt{1 + \frac{1}{n^3}} - \frac{1}{n}.
\]

This shows that \( \{X_n\}_{n \in \mathbb{N}} \) is weighted modulus \( a\beta \)-statistically convergent in probability to a random variable \( 0 \) but it is not quasi-weighted modulus \( a\beta \)-statistically convergent in probability to \( 0 \).

Next example shows that there is a sequence \( \{X_n\}_{n \in \mathbb{N}} \) of random variables which is quasi-weighted \( a\beta \)-statistically convergent in probability to a random variable \( X \) but it is not quasi-weighted modulus \( a\beta \)-statistically convergent in probability to \( X \).

**Example 2.8.** Let the sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) be defined by,

\[
X_n \in \begin{cases} \{-1, 1\}, & \text{with p.m.f } P(X_n = -1) = P(X_n = 0), \text{ if } n = m^2, \text{ where } m \in \mathbb{N}, \\ \{0, 1\}, & \text{with p.m.f } P(X_n = 0) = 1 - \frac{1}{\pi}, P(X_n = 1) = \frac{1}{\pi}, \text{ if } n \neq m^2, \text{ where } m \in \mathbb{N}.
\end{cases}
\]

Let \( t_n = 2n, \alpha_n = n, \beta_n = n^2, C_n = n^\gamma \) (where \( 2 < \gamma < 4 \)), \( \forall \ n \in \mathbb{N} \) and \( \phi(x) = \sqrt{x}, \ \forall \ x \in [0, \infty) \)

\( \Rightarrow T_{a\beta(\alpha)} = n^4 + n, \ \forall \ n \in \mathbb{N} \) and \( \liminf_{n \to \infty} \frac{C_n}{T_{a\beta(\alpha)}} = 0. \)

For \( 0 < \varepsilon, \delta < 1 \), we get
\[
\frac{1}{C_n} |k \leq T_{a\beta(\alpha)}: t_k \phi(P(|X_k - 0| \geq \varepsilon)) \geq \delta)| \leq \frac{\sqrt{n^4 + n}}{n^\gamma} \leq \frac{\sqrt{2}n^2}{n^\gamma} \leq \frac{\sqrt{2}}{n^{\gamma - 2}}
\]

and
\[
\frac{1}{C_n} |k \leq T_{a\beta(\alpha)}: t_k \phi(P(|X_k - 0| \geq \varepsilon)) \geq \delta)| \geq \frac{n^4}{n^\gamma} = n^{4 - \gamma} \geq 1.
\]

So \( \{X_n\}_{n \in \mathbb{N}} \in (S_{a\beta}^\gamma, P, t_n) \) but not in \((S_{a\beta}^\gamma, P^\phi, t_n)\).

**Theorem 2.9.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function on \( \mathbb{R} \). If \( X_n \xrightarrow{(S_{a\beta}^\gamma, P, t_n)} X \) and \( P(|X| \geq x_0) = 0 \) for some positive real number \( x_0 \), then \( g(X_n) \xrightarrow{(S_{a\beta}^\gamma, P^\phi, t_n)} g(X) \).

**Proof.** The proof is parallel to that of Theorem 2.2 in [16] and therefore omitted.

**Corollary 2.10.** Let \( X_n \xrightarrow{(S_{a\beta}^\gamma, P, t_n)} x \) and \( g : \mathbb{R} \to \mathbb{R} \) is a continuous function, then \( g(X_n) \xrightarrow{(S_{a\beta}^\gamma, P^\phi, t_n)} g(x) \).

**Proof.** Proof is straightforward, so omitted.

**Definition 2.11.** Let \( \{t_n\}_{n \in \mathbb{N}} \) be a sequence of non-negative real numbers such that \( t_1 > 0 \) and \( T_{a\beta(\alpha)} = \sum_{k \in [\alpha_n, \beta_n]} t_k \to \infty \) as \( n \to \infty \) and \( \phi \) be a modulus function. The sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be quasi-weighted modulus \( a\beta \)-strongly Cesàro summable in probability to a random variable \( X \) if for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \frac{1}{C_n} \sum_{k \in [\alpha_n, \beta_n]} t_k \phi(P(|X_k - X| \geq \varepsilon)) = 0.
\]

In this case, \( X_n \xrightarrow{(N_{a\beta}^\gamma, P^\phi, t_n)} X \) and the class of all sequences which are quasi-weighted modulus \( a\beta \)-strongly Cesàro summable in probability is denoted by \((N_{a\beta}^\gamma, P^\phi, t_n)\).
In the following, the relationship between \((S^q_{\alpha\beta}, P^\phi, t_n)\) and \((N^q_{\alpha\beta}, P^\phi, t_n)\) is investigated.

The following example shows that the sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) in \((N^q_{\alpha\beta}, P^\phi, t_n)\) converges to \(X\) but it is not in \((S^q_{\alpha\beta}, P^\phi, t_n)\) converges to \(X\).

**Example 2.12.** Let \(c \in (0, 1), 2c < \gamma \leq 4c\) and a sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) is defined by,

\[
X_n = \begin{cases}[-1, 0], & \text{with p.m.f } P(X_n = -1) = \frac{1}{m}, P(X_n = 0) = 1 - \frac{1}{m}, \text{ if } n \in [m^n], \text{ where } m \in \mathbb{N}, \\ [0, 1], & \text{with p.m.f } P(X_n = 0) = 1 - \frac{1}{m}, P(X_n = 1) = \frac{1}{m}, \text{ if } n \notin [m^n], \text{ where } m \in \mathbb{N}.
\end{cases}
\]

Let \(t_n = 2n, \alpha_n = n, \beta_n = n^2, C_n = n^\gamma, \forall n \in \mathbb{N}\) and \(\phi(x) = \sqrt{x}, \forall x \in [0, \infty)\) then \(T_{\alpha\beta}(n) = n^4 + n, \forall n \in \mathbb{N}\) and \(\liminf_{n \to \infty} \frac{t_n}{T_{\alpha\beta}(n)} = 0\).

For \(0 < \epsilon, \delta < 1\), we get

\[
\frac{1}{C_n} \sum_{k \in [\alpha_n, \beta_n]} t_k \phi(P(|X_k - 0| \geq \epsilon)) \leq \frac{2}{n^\gamma} [(n^2 - n^\gamma + 1) + (\frac{1}{13} + \frac{1}{23} + \ldots + \frac{1}{(n^2)^3})] \leq \frac{M}{n^{\gamma - 2\epsilon}} \text{ (where } M \text{ is a positive constant)}
\]

and

\[
\frac{1}{C_n} |\{k \leq T_{\alpha\beta}(n) : t_k \phi(P(|X_k - 0| \geq \epsilon)) \geq \delta\}| \geq \frac{(n^4 + n)^\gamma}{n^\gamma} > \frac{1}{2} n^{4 - \gamma}
\]

So \(\{X_n\}_{n \in \mathbb{N}} \in (N^q_{\alpha\beta}, P^\phi, t_n)\) but not in \((S^q_{\alpha\beta}, P^\phi, t_n)\).

**Theorem 2.13.** If \(\liminf_{n \to \infty} a_n > 0, \liminf_{n \to \infty} \frac{t_n}{T_{\alpha\beta}(n)} = 0\) and \(\liminf_{n \to \infty} \frac{\beta_n}{T_{\alpha\beta}(n)} > 1\), then \((N^q_{\alpha\beta}, P^\phi, t_n) \subset (S^q_{\alpha\beta}, P^\phi, t_n)\).

**Proof.** Let \(X_n \xrightarrow{\text{n}} \text{X} \) and \(\epsilon, \delta > 0\). Then

\[
\frac{1}{C_n} \sum_{k \in [\alpha_n, \beta_n]} t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \frac{\delta}{C_n} |\{k \leq T_{\alpha\beta}(n) : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta\}| - \frac{\delta \alpha_n}{C_n}
\]

(since \(\beta_n \geq T_{\alpha\beta}(n) \forall n \in \mathbb{N}\)). Hence the result follows.

The following example shows that the sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) in \((S^q_{\alpha\beta}, P^\phi, t_n)\) converges to \(X\) but not in \((N^q_{\alpha\beta}, P^\phi, t_n)\) converges to \(X\).

**Example 2.14.** Let \(t_n = n, \alpha_n = n, \beta_n = n^2, C_n = n^\gamma, \forall n \in \mathbb{N}\) and \(\phi(x) = \sqrt{x}, \forall x \in [0, \infty)\) then \(T_{\alpha\beta}(n) = \frac{n(n+1)}{2}, \forall n \in \mathbb{N}\) and \(\liminf_{n \to \infty} \frac{C_n}{T_{\alpha\beta}(n)} = 0\).

Consider the sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) is defined by,

\[
X_n = \begin{cases}[\{-1, 1\}, & \text{with probability } \frac{1}{2}, \text{ if } n = \{T_m\} \text{ for any } m \in \mathbb{N} \\ [0, 1], & \text{with p.m.f } P(X_n = 0) = 1 - \frac{1}{m}, P(X_n = 1) = \frac{1}{m}, \text{ if } n \notin \{T_m\}, \forall m \in \mathbb{N}.
\end{cases}
\]

Let \(0 < \epsilon < 1\), then,

\[
P(|X_n - 0| \geq \epsilon) = \begin{cases}1 \text{ if } n = \{T_m\} \text{ for any } m \in \mathbb{N} \\ \frac{1}{m} \text{ if } n \notin \{T_m\} \text{ for any } m \in \mathbb{N}.
\end{cases}
\]
This implies \( X_n \xrightarrow{(S_{ang},P^o,t_o)} 0 \).

Now let \( H = \{ n \in \mathbb{N} : n \neq [T_m]^{T_n}, \text{ where } m \in \mathbb{N} \} \). Now we have the inequality,

\[
\sum_{k \in \{n_d,0\}} t_k \phi(P(|X_k - 0| \geq \epsilon)) = \sum_{k \in \{n_d,0\}} t_k \phi(P(|X_k - 0| \geq \epsilon)) + \sum_{k \in \{n_d,0\}} t_k \phi(P(|X_k - 0| \geq \epsilon)) > \sum_{k \in \{n_d,0\}} \frac{1}{\sqrt{k}} + \sum_{k \in \{n_d,0\}} \frac{1}{\sqrt{k}} > \sum_{k=1}^{n} \frac{1}{\sqrt{k}} > \sqrt{n} \text{ (Since we know that } \sum_{k=1}^{\infty} \frac{1}{\sqrt{k}} = 1) \]

\[
\Rightarrow \frac{1}{n} \sum_{k=1}^{n} t_k \phi(P(|X_k - 0| \geq \epsilon)) > \frac{\sqrt{n}}{\sqrt{n}} = 1. \]

This inequality shows that \( \{X_n\}_{n \in \mathbb{N}} \) is not \((N_{ang}^{o},P^{o},t_o)\) summable to 0.

**Theorem 2.15.** Let \( \lim \inf_{n} > 0 \) and \( \{ t_n \}_{n \in \mathbb{N}} \) be a bounded sequence of real numbers such that \( \lim sup_{n \to \infty} \frac{\beta_n - \alpha_n}{C_n} < \infty \). Then \((S_{ang},P^o,t_o) \subset (N_{ang}^{o},P^{o},t_o)\).

**Proof.** Let \( X_n \xrightarrow{(S_{ang},P^o,t_o)} X \) and \( t_n \leq M_1, \forall n \in \mathbb{N} \) and \( \lim sup_{n \to \infty} \frac{\beta_n - \alpha_n}{C_n} < M_2 \), where \( M_1 \) and \( M_2 \) are positive real numbers. For any \( \epsilon, \delta > 0 \) setting \( H = \{ k \leq T_{a\phi(t_o)} : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta \} \). Then

\[
\frac{1}{C_n} \sum_{k \in \{n_d,0\}} t_k \phi(P(|X_k - X| \geq \epsilon)) = \frac{1}{C_n} \sum_{k \in \{n_d,0\}
}\bigcup
H
\sum_{k \in \{n_d,0\}
}\bigcup
H
\phi(P(|X_k - X| \geq \epsilon)) + \frac{1}{C_n} \sum_{k \in \{n_d,0\} \cap \neg H}
\phi(P(|X_k - X| \geq \epsilon)) \leq \frac{M_1\phi(1)}{C_n} \| \{ k \leq T_{a\phi(t_o)} : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta \} \| + M_2 \delta. \]

Since \( \delta \) is arbitrary, so the result follows.

Now we would like to introduce the definitions of quasi-weighted modulus \( S_{ang} \)-convergence in probability and quasi weighted modulus \( N_{ang} \)-convergence in probability for a sequence of random variables as follows:

**Definition 2.16.** Let \( \phi \) be a modulus function and \( \{ t_n \}_{n \in \mathbb{N}} \) be a sequence of real numbers such that \( \lim \inf_{n} > 0 \), and \( T_{a\phi(t_o)} = \sum_{k \in \{n_d,0\}} t_k, \forall n \in \mathbb{N} \). Then the sequence of random variables \( \{X_n\}_{n \in \mathbb{N}} \) is said to be quasi-weighted modulus \( S_{ang} \)-convergent in probability to \( X \) if for every \( \epsilon, \delta > 0 \),

\[
\lim_{n \to \infty} \frac{1}{C_n} \| \{ k \in I_{a\phi(t_o)} : t_k \phi(P(|X_k - X| \geq \epsilon)) \geq \delta \} \| = 0
\]

where \( I_{a\phi(t_o)} = (T_{a\phi(t_o)},T_{[\phi(t_o)]}] \) and \([x]\) denotes the greatest integer not grater than \( x \). In this case we write \( X_n \xrightarrow{(W_{ang},P^o,t_o)} X \). The class of all quasi-weighted modulus \( S_{ang} \)-convergence sequences of random variables
in probability are denoted by \((W_{q}^{\alpha}, P^\beta, t_n)\).

It is very obvious that if \(X_n \xrightarrow{(W_{q}^{\alpha}, P^\beta, t_n)} X\) and \(X_n \xrightarrow{(W_{q}^{\alpha}, P^\beta, t_n)} Y\) then \(P[X = Y] = 1\).

**Definition 2.17.** Let \(\{t_n\}_{n \in \mathbb{N}}\) be a sequence of non-negative real numbers such that \(t_1 > 0\) and \(T_n(t_0) = \sum_{k \in I_{q}(t_0)} t_k \to \infty\), as \(n \to \infty\) and \(\phi\) be a modulus function. The sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) is said to be quasi-weighted modulus \(N_{q}\)-convergent in probability to a random variable \(X\) if for any \(\varepsilon > 0\),

\[
\lim_{n \to \infty} C_n \sum_{k \in I_{q}(t_0)} t_k \phi(P(|X_k - X| \geq \varepsilon)) = 0.
\]

In this case, \(X_n \xrightarrow{(W_{q}^{\alpha}, P^\beta, t_n)} X\) and the class of all quasi-weighted modulus \(N_{q}\)-convergence sequences of random variables in probability are denoted by \((W_{q}^{\alpha}, P^\beta, t_n)\).

In the following, the relationship between \((W_{q}^{\alpha}, P^\beta, t_n)\) and \((W_{q}^{\alpha}, P^\beta, t_n)\) is investigated.

**Theorem 2.18.** Let \(\lim \inf\{t_n\} > 0\). Then \((W_{q}^{\alpha}, P^\beta, t_n) \subset (W_{q}^{\alpha}, P^\beta, t_n)\) and this inclusion is strict.

**Proof.** First part of this theorem, let \(\varepsilon, \delta > 0\), then

\[
\sum_{k \in I_{q}(t_0)} t_k \phi(P(|X_k - X| \geq \varepsilon))
\]

\[
= \sum_{k \in I_{q}(t_0), t_k \phi(P(|X_k - X| \geq \varepsilon)) \geq \delta} t_k \phi(P(|X_k - X| \geq \varepsilon)) + \sum_{k \in I_{q}(t_0), t_k \phi(P(|X_k - X| \geq \varepsilon)) < \delta} t_k \phi(P(|X_k - X| \geq \varepsilon))
\]

\[
\geq \delta [k \in I_{q}(t_0) : t_k \phi(P(|X_k - X| \geq \varepsilon)) \geq \delta].
\]

For the second part we will give an example.

Let \(t_n = n, \alpha(n) = n, \beta(n) = (n + 1)!\), \(C_n = \sqrt{\frac{\alpha(n)}{\beta(n)}}\), \(\forall n \in \mathbb{N}\) and \(\phi(x) = \sqrt{x}, \forall x \in [0, \infty)\) and a sequence of random variables \(\{X_n\}_{n \in \mathbb{N}}\) be defined by,

\[
X_n = \begin{cases} \{-1, 1\}, & \text{with p.m.f } P(X_n = 1) = P(X_n = -1), \\
\text{integer in the interval } [T_{\alpha(n)} \{T_{\beta(n)}\}], & \text{if } n \text{ is the first } \frac{\sqrt{T_{\beta(n)}} - T_{\alpha(n)}}{T_{\beta(n)}} \\
\{0, 1\}, & \text{with p.m.f } P(X_n = 0) = 1 - \frac{1}{n^n}, P(X_n = 1) = \frac{1}{n^n}, \\
\text{otherwise.} & \end{cases}
\]

For \(0 < \varepsilon, \delta < 1\), we get

\[
\frac{1}{C_n} [k \in I_{q}(t_0) : t_k \phi(P(|X_k - 0| \geq \varepsilon)) \geq \delta] \leq \frac{1}{\sqrt{\frac{\sqrt{T_{\beta(n)}} - T_{\alpha(n)}}{T_{\beta(n)}}}} \to 0, \text{ as } n \to 0.
\]

For next

\[
\frac{1}{C_n} \sum_{k \in I_{q}(t_0)} t_k \phi(P(|X_k - 0| \geq \varepsilon)) \geq \frac{[\sqrt{T_{\beta(n)}} - T_{\alpha(n)}][\sqrt{T_{\beta(n)}} - T_{\alpha(n)}] + 1}{2 \sqrt{T_{\beta(n)}} - T_{\alpha(n)}} > \frac{1}{3} > 0
\]

Hence the result.
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