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Abstract. The main purpose of this paper is to introduce and investigate the concepts of lacunary strong summability of order $\alpha$ and lacunary statistical convergence of order $\alpha$ of real-valued functions which are measurable (in the Lebesgue sense) in the interval $(1, \infty)$. Some relations between lacunary statistical convergence of order $\alpha$ and lacunary strong summability of order $\beta$ are also given.

1. Introduction, Definitions and Preliminaries

The idea of statistical convergence was given by Zygmund [30] in the first edition of his monograph published in Warsaw in 1935. The concept of statistical convergence was introduced by Steinhaus [29] and Fast [12] and then reintroduced independently by Schoenberg [27]. Over the years and under different names, statistical convergence has been discussed in the Theory of Fourier Analysis, Ergodic Theory, Measure Theory, Trigonometric Series, Turnpike Theory and Banach Spaces. Later on it was further investigated from the sequence space viewpoint and linked with summability theory by Alotaibi and Alroqi [1], Çolak [5], Connor [6], Et et al. (9], [10] and [11], Fridy [14], Gadjiev and Orhan [16], Gürdal et al. ([17] and [18]), Mohiuddine et al. [19], Mursaleen and Alotaibi [20], Nuray [22], Rath and Tripathy [25], Šalát [26], and Srivastava et al. [4], [8], [21], [24] and [28]).

The idea of statistical convergence depends upon the density of subsets of the set $\mathbb{N}$ of natural numbers. The density of a subset $\mathcal{E}$ of $\mathbb{N}$ is defined by

$$\delta(\mathcal{E}) := \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \chi_{\mathcal{E}}(k),$$

provided that the limit exists. Here, and in what follows, $\chi_{\mathcal{E}}$ is the characteristic function of the set $\mathcal{E}$. It is clear that any finite subset of $\mathbb{N}$ has zero natural density and that

$$\delta(\mathcal{E}^c) = 1 - \delta(\mathcal{E}).$$
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A sequence \( x = (x_k)_{k \in \mathbb{N}} \) is said to be statistically convergent to \( L \) if, for every \( \epsilon > 0 \), we have
\[
\delta \left( \{ k \in \mathbb{N} : |x_k - L| \geq \epsilon \} \right) = 0.
\]
In this case, we write
\[
x_k \xrightarrow{\text{stat}} L \quad \text{as} \quad k \to \infty \quad \text{or} \quad \text{S-lim}_{k \to \infty} x_k = L.
\]

The set of all statistically convergent sequences will be denoted by \( S \).

By a lacunary sequence, we mean an increasing integer sequence \( \theta = (k_r)_{r=0}^{\infty} \) such that
\[
k_0 = 0 \quad \text{and} \quad h_r = (k_r - k_{r-1}) \to \infty \quad \text{as} \quad r \to \infty.
\]
Throughout this paper, the intervals determined by \( \theta \) will be denoted by \( I_r \) and the ratio \( \frac{k_r}{k_{r-1}} \) will be abbreviated by \( q_r \). In recent years, lacunary sequences were studied in [2], [7], [13], [15] and [23].

Borwein [3] has studied strongly summable functions. A real-valued function \( x = x(t) \), measurable (in the Lebesgue sense) in the interval \((1, \infty)\), is said to be strongly summable to \( L = L_x \) if
\[
\lim_{n \to \infty} \frac{1}{n} \int_1^n |x(t) - L|^p \, dt = 0, \quad (1 \leq p < \infty).
\]

We denote the space of all real-valued functions \( x \) by \( W_p \) which are measurable (in the Lebesgue sense) in the interval \((1, \infty)\). The space \( W_p \) is a normed space with the norm given by
\[
\|x\| = \sup_{n \geq 1} \left( \frac{1}{n} \int_1^n |x(t)|^p \, dt \right)^{\frac{1}{p}}.
\]

In this paper, we introduce the concepts of lacunary strong summability of order \( \alpha \) and lacunary statistical convergence of order \( \alpha \) of real-valued functions which are measurable (in the Lebesgue sense) in the interval \((1, \infty)\).

2. First Set of Main Results

In this section, we give the first set of main results of this paper. In particular, one of our main results (see Theorem 2 below) gives the inclusion relations between lacunary statistically convergent functions of order \( \alpha \) for different values of \( \alpha \) involving real-valued functions which are measurable (in the Lebesgue sense) in the interval \((1, \infty)\). In Theorem 3, we present the relationship between the strong \( W_{\theta p}^\alpha \)-summability for different values of \( \alpha \) for real-valued functions which are measurable (in the Lebesgue sense) in the interval \((1, \infty)\). Theorem 5 provides the relationship between the strong \( W_{\theta p}^\alpha \)-summability and the \( S_{\theta p}^\alpha \)-statistical convergence of real-valued functions which are measurable (in the Lebesgue sense) in the interval \((1, \infty)\).

**Definition 1.** Let \( \theta = (k_r) \) be a lacunary sequence, \( \alpha \in (0, 1] \) and \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\). A real-valued function \( x \) is said to be lacunary strongly summable of order \( \alpha \) (or, equivalently, \( W_{\theta p}^\alpha \)-summable) if there is a number \( L = L_x \) such that
\[
\lim_{r \to \infty} \frac{1}{h_r^\alpha} \int_{k_{r-1}}^{k_r} |x(t) - L|^p \, dt = 0 \quad (1 \leq p < \infty),
\]
where \( h_r^\alpha \) denotes the \( \alpha \)th power of \( h_r \). In this case, we write
\[
W_{\theta p}^\alpha \text{-lim} x(t) = L.
\]
The set of all lacunary strongly summable sequences of order $\alpha$ will be denoted by $[W_0^\alpha]$. For $\theta = (2')$, we shall simply write $[W_0^\alpha]$ instead of $[W_0^\alpha]$. Moreover, in the special case when $\alpha = 1$ and $\theta = (2')$, we shall write $[W_\theta]$ instead of $[W_\theta]$. We denote the class of functions by $[W_\theta^\alpha]$ in $[W_\theta^\alpha]$ for which $L = 0$.

**Definition 2.** Let $\theta = (k_r)$ be a lacunary sequence, $\alpha \in (0, 1)$ and $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, \infty)$. A real-valued function $x$ is said to be lacunary statistically convergent of order $\alpha$ (or, equivalently, $[S_\theta^\alpha]$-statistically convergent) to a number $L = L_\alpha$ if, for every $\epsilon > 0$, we have

$$
\lim_{r \to \infty} \frac{1}{h_r^\alpha} \|t \in I_r : |x(t) - L| \geq \epsilon\| = 0.
$$

The set of all lacunary statistically convergent sequences of order $\alpha$ will be denoted by $[S_\theta^\alpha]$. In this case, we write

$$
[S_\theta^\alpha]\lim x(t) = L.
$$

For $\theta = (2')$, we shall simply write $[S^\alpha]$ instead of $[S_\theta^\alpha]$. Furthermore, in the special case when $\alpha = 1$ and $\theta = (2')$, we use $[S]$ instead of $[S_\theta^\alpha]$.

The following example shows that the $[S_\theta^\alpha]$-statistical convergence and the $[W_\theta^\alpha]$-summability are well defined for $0 < \alpha \leq 1$, but (in general) they are not well defined for $\alpha > 1$.

**Example.** Let $\theta = (k_r)$ be a lacunary sequence and $\alpha$ be a fixed real number such that $0 < \alpha \leq 1$. Define $x = x(t)$ by

$$
x(t) = \begin{cases}
1 & (t = 2r) \\
0 & (t \neq 2r)
\end{cases} \quad (r \in \mathbb{N} = \{1, 2, 3, \ldots\}).
$$

We then have

$$
\lim_{r \to \infty} \frac{1}{h_r^\alpha} \|t \in I_r : |x(t) - 1| \geq \epsilon\| \leq \lim_{r \to \infty} \frac{k_r - k_{r-1}}{2h_r^\alpha} = \lim_{r \to \infty} \frac{h_r}{2h_r^\alpha} = 0
$$

and

$$
\lim_{r \to \infty} \frac{1}{h_r^\alpha} \|t \in I_r : |x(t) - 0| \geq \epsilon\| \leq \lim_{r \to \infty} \frac{k_r - k_{r-1}}{2h_r^\alpha} = \lim_{r \to \infty} \frac{h_r}{2h_r^\alpha} = 0,
$$

for $\alpha > 1$, such that $x = x(t)$ lacunary statistically convergence of order $\alpha$. However, this is impossible.

The proof of each of the following results is straightforward. Therefore, we omitted the proofs.

**Theorem 1.** Let $0 < \alpha \leq 1$. Suppose also that $x$ and $y$ are real-valued functions which are measurable (in the Lebesgue sense) in the interval $(1, \infty)$. Then each of the following assertions holds true:

(i) If $[S_\theta^\alpha]\lim x(t) = L$ and $c \in \mathbb{R}$, then $[S_\theta^\alpha]\lim cx(t) = cL$.

(ii) If $[S_\theta^\alpha]\lim x(t) = L_1$ and $[S_\theta^\alpha]\lim y(t) = L_2$, then...
If \( \alpha, \beta \) be fixed real numbers such that \( 0 < \alpha \leq \beta \leq 1 \). Suppose also that \( x \) is a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\). Then

\[ S_\theta^\alpha \subseteq S_\theta^\beta \]

and the inclusion is strict for some \( \alpha \) and \( \beta \) such that \( \alpha < \beta \).

**Proof.** The inclusion part of the proof is easy. Taking \( \theta = (2^r) \), we show the strictness of the inclusion \( S_\theta^\alpha \subseteq S_\theta^\beta \) for a special case. Define \( x = x(t) \) by

\[
x(t) = \begin{cases} 
 2 & (t = m^2) \\
 0 & (t \neq m^2) 
\end{cases} \quad (m \in \mathbb{N} = \{1, 2, 3, \ldots\}).
\]

Then \( x \in S_\theta^\alpha \) for \( \frac{1}{2} < \beta \leq 1 \), but \( x \notin S_\theta^\beta \) for \( 0 < \alpha \leq \frac{1}{2} \). This implies that the inclusion \( S_\theta^\alpha \subseteq S_\theta^\beta \) is strict for \( \alpha, \beta \in (0, 1] \), such that \( \alpha \in (0, \frac{1}{2}] \) and \( \beta \in (\frac{1}{2}, 1] \). \( \Box \)

Theorem 2 yields the following corollary.

**Corollary 1.** If \( x \) is lacunary statistically convergent of order \( \alpha \) to \( L \), then it is lacunary statistically convergent to \( L \) for each \( \alpha \in (0, 1] \).

**Theorem 3.** Let \( \theta = (k_r) \) be a lacunary sequence and \( \alpha \) and \( \beta \) be fixed real numbers such that \( 0 < \alpha \leq \beta \leq 1 \). Also let \( p \) be a positive real number and \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\). Then

\[ W_{\theta p}^\alpha \subseteq W_{\theta p}^\beta . \]

The inclusion is strict for some \( \alpha \) and \( \beta \) such that \( \alpha < \beta \).

**Proof.** The inclusion part of the proof is easy. Taking \( \theta = (2^r) \), and \( p = 1 \) we show the strictness of the inclusion \( W_{\theta p}^\alpha \subseteq W_{\theta p}^\beta \) for a special case. Define \( x = x(t) \) by

\[
x(t) = \begin{cases} 
 1 & (t = m^2) \\
 0 & (t \neq m^2) 
\end{cases} \quad (m \in \mathbb{N} = \{1, 2, 3, \ldots\}).
\]

Then \( x \in W_{\theta p}^\alpha \) for \( \frac{1}{2} < \beta \leq 1 \), but \( x \notin W_{\theta p}^\alpha \) for \( 0 < \alpha \leq \frac{1}{2} \). This implies that the inclusion \( W_{\theta p}^\alpha \subseteq W_{\theta p}^\beta \) is strict for \( \alpha, \beta \in (0, 1] \), such that \( \alpha \in (0, \frac{1}{2}] \) and \( \beta \in (\frac{1}{2}, 1] \). \( \Box \)
Theorem 4. Let \( \alpha \) be a real-valued function which is measurable. Suppose that \( \lim \inf |x(t)|^p dt \) exists in the Lebesgue sense in the interval \((0,1)\). If \( \lim \inf q_r > 1 \), then

\[
[W_p^\alpha] \subset [W_{q_p}^\alpha].
\]

Proof. Suppose that \( \lim \inf q_r > 1 \) and that there exists \( \delta > 0 \) such that \( 1 + \delta \leq q_r \) for all \( r \geq 1 \). Then, for \( x(t) \in [W_p^\alpha] \), we get

\[
\frac{1}{h_r} \int_{k_r-1}^{k_r} |x(t)|^p dt = \frac{1}{h_r} \int_{1}^{k_r} |x(t)|^p dt - \frac{1}{h_r} \int_{1}^{k_r-1} |x(t)|^p dt = \frac{k_r^p}{h_r^p} \int_{1}^{k_r} |x(t)|^p dt - \frac{k_{r-1}^p}{h_r^p} \int_{1}^{k_{r-1}} |x(t)|^p dt.
\]

Since \( h_r = k_r - k_{r-1} \), we have

\[
\frac{k_r^p}{h_r^p} \leq \frac{(1 + \delta)^a}{\delta^a} \quad \text{and} \quad \frac{k_{r-1}^p}{h_r^p} \leq \frac{1}{\delta^a},
\]

which shows that \( x(t) \in [W_{q_p}^\alpha] \). The general inclusion

\[
[W_p^\alpha] \subset [W_{q_p}^\alpha],
\]

asserted by Theorem 4, would follow by linearity.

Theorem 5. Let \( \Theta = (k_r) \) be a lacunary sequence. Also let \( p \) be a positive real number and \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\). If \( \lim \inf q_r > 1 \), then

\[
[w_{q_p}^\alpha] \text{ is lacunary strongly summable to } L \text{ for each } \alpha \in (0,1].
\]

Proof. For any function \( x \) which is \([w_{q_p}^\alpha]\)-summable and for a given \( \varepsilon > 0 \), we have

\[
\frac{1}{h_r} \int_{k_r-1}^{k_r} |x(t) - L|^p dt = \frac{1}{h_r} \int_{k_r-1}^{k_r} |x(t) - L|^p dt + \frac{1}{h_r} \int_{k_r-1}^{k_r} |x(t) - L|^p dt \\
\geq \frac{1}{h_r} \int_{k_r-1}^{k_r} |x(t) - L|^p dt \\
\geq \frac{1}{h_r} \int_{I_r} \{ |x(t) - L| \geq \varepsilon \} |x(t)|^p dt + \int_{I_r} \{ |x(t) - L| < \varepsilon \} |x(t)|^p dt,
\]

which proves the assertion of Theorem 5 that the function \( x \) is \([w_{q_p}^\alpha]\)-statically convergent to \( L \).
The following results are easily derivable from Theorem 5.

**Corollary 3.** Let $θ = (k_r)$ be a lacunary sequence. Also let $p$ be a positive real number and $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$. Then each of the following assertions holds true:

(i) If the function $x$ is $[W_{θp}^α]$-summable to $L$, then it is $[S^α_{θ}]$-statistically convergent to $L$.

(ii) If the function $x$ is $[W_{θp}^α]$-summable to $L$, then it is $[S^α_{θ}]$-statistically convergent to $L$.

**Theorem 6.** Let $θ = (k_r)$ be a lacunary sequence, $α ∈ (0, 1]$ and $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$. If $\liminf q_r > 1$, then

$$[S^α] ⊆ [S^α_{θ}] .$$

**Proof.** Suppose that $\liminf q_r > 1$. Then there exists a $δ > 0$ such that $q_r ≥ 1 + δ$ for sufficiently large $r$, which implies that

$$\frac{h_r}{k_r} ≥ \frac{δ}{1 + δ} \Rightarrow \left(\frac{h_r}{k_r}\right)^α ≥ \frac{(δ/1 + δ)^α}{1 + δ} ≒ \frac{δ^α}{(1 + δ)^α} \frac{1}{k_r} .$$

(6)

Now let $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$. Then, for every $ε > 0$ and for sufficiently large $r$, we get

$$\frac{1}{k_r} \left| \{|k ≤ k_r : |x(t) - L| ≥ ε\}| \right| ≥ \frac{1}{k_r} \left| \{|t ∈ I_r : |x(t) - L| ≥ ε\}| \right| ≥ \frac{δ^α}{(1 + δ)^α} \frac{1}{k_r} \left| \{|t ∈ I_r : |x(t) - L| ≥ ε\}| \right| .$$

(7)

The proof of Theorem 6 is completed by (6) and (7). □

**Theorem 7.** Let $θ = (k_r)$ be a lacunary sequence, $α ∈ (0, 1]$ and $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$. If $\limsup q_r < ∞$, then

$$[S^α_{θ}] ⊆ [S] .$$

**Proof.** Under the hypothesis that $\limsup q_r < ∞$, there is an $H > 0$ such that $q_r < H$ for all $r$. Suppose that $x$ is a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$ and put $N_r = \left| \{|t ∈ I_r : |x(t) - L| ≥ ε\}| \right|$. By the definition of the $[S^α_{θ}]$-statistical convergence, given $ε > 0$, there is an $r_0 ∈ \mathbb{N}$ such that, for $0 < α ≤ 1$,

$$\frac{N_r}{H_r} < ε \Rightarrow \frac{N_r}{H_r} < ε \quad (r > r_0) .$$

The rest of the proof of Theorem 7 follows readily from Lemma 3 in [15]. □

3. Further Results and their Applications

Let $θ = (k_r)_{r ∈ \mathbb{N}}$ and $θ' = (s_r)_{r ∈ \mathbb{N}}$ be two lacunary sequences such that $I_r ⊆ J_r$, for all $r ∈ \mathbb{N}$. Suppose also that the parameters $α$ and $β$ are fixed real numbers such that $0 < α ≤ β ≤ 1$. We shall now give some inclusion relations between the sets of $[S^α_{θ}]$-statistically convergent sequences and $[W_{θp}^α]$-summable sequences for different choices for $α$ and $θ$.

**Theorem 8.** Let $θ = (k_r)_{r ∈ \mathbb{N}}$ and $θ' = (s_r)_{r ∈ \mathbb{N}}$ be two lacunary sequences such that $I_r ⊆ J_r$, for all $r ∈ \mathbb{N}$, also let $0 < α ≤ β ≤ 1$ and $x$ be a real-valued function which is measurable (in the Lebesgue sense) in the interval $(1, ∞)$.
Then each of the following assertions holds true:

(i) If
\[
\lim_{r \to \infty} \inf \frac{h_r^\theta}{\ell_r^\theta} > 0,
\]  
then
\[
\left[ S_\beta^\theta \right] \subseteq \left[ S_\alpha^\theta \right].
\]

(ii) If
\[
\lim_{r \to \infty} \frac{\ell_r}{h_r^\theta} = 1
\]
then
\[
\left[ S_\alpha^\theta \right] \subseteq \left[ S_\beta^\theta \right].
\]

Proof. We divide our proof of Theorem 8 in the following two parts.

(i) Let \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\) and suppose that \( I_r \subseteq J_r \) for all \( r \in \mathbb{N} \). If the condition (8) is satisfied, then (for a given \( \varepsilon > 0 \)), we have
\[
\{ t \in J_r : |x(t) - L| \geq \varepsilon \} \supseteq \{ t \in I_r : |x(t) - L| \geq \varepsilon \},
\]
and so
\[
\frac{1}{\ell_r^\theta} \| \{ t \in J_r : |x(t) - L| \geq \varepsilon \} \| \geq \frac{h_r^\theta}{h_r^\theta} \frac{1}{\ell_r^\theta} \| \{ t \in I_r : |x(t) - L| \geq \varepsilon \} \|
\]
for all \( r \in \mathbb{N} \), where
\[
I_r = (k_{r-1}, k_r], \quad J_r = (s_{r-1}, s_r], \quad h_r = k_r - k_{r-1} \quad \text{and} \quad \ell_r = s_r - s_{r-1}.
\]
Now, proceeding to the limit as \( r \to \infty \) in the last inequality (10) and using (8), we get
\[
\left[ S_\beta^\theta \right] \subseteq \left[ S_\alpha^\theta \right],
\]
just as asserted by Theorem 8(i).

(ii) Let \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\) and
suppose that \( I_r \subset J_r \) for all \( r \in \mathbb{N} \) and the condition (9) is satisfied. Since \( I_r \subset J_r \) \( (r \in \mathbb{N}) \) for \( \varepsilon > 0 \), we obtain
\[
\frac{1}{\ell_r^\delta} \left| \left\{ t \in I_r : |x(t) - L| \geq \varepsilon \right\} \right| = \frac{1}{\ell_r^\delta} \left| \left\{ s_{r-1} < t \leq k_r : |x(t) - L| \geq \varepsilon \right\} \right|
+ \frac{1}{\ell_r^\delta} \left| \left\{ k_r < t \leq s_r : |x_k - L| \geq \varepsilon \right\} \right|
+ \frac{1}{\ell_r^\delta} \left| \left\{ k_r-1 < t \leq k_r : |x(t) - L| \geq \varepsilon \right\} \right|
\leq \frac{k_r - s_{r-1}}{\ell_r^\delta} + \frac{s_r - k_r}{\ell_r^\delta} + \frac{1}{\ell_r^\delta} \left| \left\{ t \in I_r : |x(t) - L| \geq \varepsilon \right\} \right|
= \frac{\ell_r - h_r}{\ell_r^\delta} + \frac{1}{\ell_r^\delta} \left| \left\{ t \in I_r : |x(t) - L| \geq \varepsilon \right\} \right|
\leq \frac{\ell_r - h_r}{h_r^\delta} + \frac{1}{h_r^\delta} \left| \left\{ t \in I_r : |x(t) - L| \geq \varepsilon \right\} \right|
\leq \left( \frac{\ell_r}{h_r^\delta} - 1 \right) + \frac{1}{h_r^\delta} \left| \left\{ t \in I_r : |x(t) - L| \geq \varepsilon \right\} \right| \tag{11}
\]
for all \( r \in \mathbb{N} \). By using the condition (9), we have
\[
\frac{\ell_r}{h_r^\delta} - 1 \geq 0.
\]
Moreover, since \( x \) is a real-valued function which is lacunary statistical convergence of order \( \alpha \) to \( L \), the second term of the last member of the inequality (11) tends to 0 as \( r \to \infty \). This implies that
\[
\left[ S_0^\theta \right] \subseteq \left[ S_0^\theta' \right],
\]
which is asserted by Theorem 8(ii). \( \square \)

The following results are derivable easily from Theorem 8.

**Corollary 4.** Let \( \theta = (k_r)_{r \in \mathbb{N}} \) and \( \theta' = (s_r)_{r \in \mathbb{N}} \) be two lacunary sequences such that \( I_r \subseteq J_r \) for all \( r \in \mathbb{N} \) and \( x \) be a real-valued function which is measurable (in the Lebesgue sense) in the interval \( (1, \infty) \). If the condition (8) is satisfied, then

(i) \( \left[ S_0^\alpha \right] \subseteq \left[ S_\theta^0 \right] \) for each \( \alpha \in (0, 1] \);

(ii) \( \left[ S_\theta^0 \right] \subseteq \left[ S_0^\alpha \right] \) for each \( \alpha \in (0, 1] \);

(iii) \( \left[ S_\theta^0 \right] \subseteq \left[ S_\theta^0 \right] \).

Furthermore, if the condition (9) is satisfied, then

(i) \( \left[ S_0^\alpha \right] \subseteq \left[ S_\theta^0 \right] \) for each \( \alpha \in (0, 1] \);

(ii) \( \left[ S_\theta^0 \right] \subseteq \left[ S_\theta^0 \right] \) for each \( \alpha \in (0, 1] \);

(iii) \( \left[ S_\theta^0 \right] \subseteq \left[ S_\theta^0 \right] \).
Theorem 9. Let \( \theta = (k_r)_{r \in \mathbb{N}} \) and \( \theta' = (s_r)_{r \in \mathbb{N}} \) be two lacunary sequences such that \( I_r \subset J_r \) for all \( r \in \mathbb{N} \). Also let the parameters \( \alpha \) and \( \beta \) be such that \( 0 < \alpha \leq \beta \leq 1 \). If the condition (8) holds true and if \( x \) is a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\), then

\[
[W_{\theta'}^p] \subset [W_{\theta'}^a] .
\]

Proof. The proof of the Theorem 9 is akin to the proof of the Theorem 8. Therefore, we omitted the proof. \( \square \)

By applying Theorem 9, we can deduce the following corollary.

Corollary 5. Let \( \theta = (k_r)_{r \in \mathbb{N}} \) and \( \theta' = (s_r)_{r \in \mathbb{N}} \) be two lacunary sequences such that \( I_r \subset J_r \) for all \( r \in \mathbb{N} \). If the condition (8) holds true and if \( x \) is a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\), then

(i) \( [W_{\theta'}^a] \subset [W_{\theta'}^a] \) for each \( \alpha \in (0, 1) \);

(ii) \( [W_{\theta'}^a] \subset [W_{\theta'}^a] \) for each \( \alpha \in (0, 1) \);

(iii) \( [W_{\theta'}^p] \subset [W_{\theta'}^p] \).

Theorem 10. Let \( \theta = (k_r)_{r \in \mathbb{N}} \) and \( \theta' = (s_r)_{r \in \mathbb{N}} \) be two lacunary sequences such that \( I_r \subset J_r \) for all \( r \in \mathbb{N} \). Also let the parameters \( \alpha \) and \( \beta \) be such that \( 0 < \alpha \leq \beta \leq 1 \). Suppose that the condition (8) holds true and that \( x \) is a real-valued function which is measurable (in the Lebesgue sense) in the interval \((1, \infty)\). If \( x \) is \( [W_{\theta'}^a] \)-summable to \( L \), then it is \( [S_{\theta'}^a] \)-statistically convergent to \( L \).

Proof. Let the real-valued function \( x \) be measurable (in the Lebesgue sense) in the interval \((1, \infty)\) and let \( x \) be \( [W_{\theta'}^a] \)-summable to \( L \). Then, for a given \( \varepsilon > 0 \), we have

\[
\frac{1}{\ell_r^p} \int_{s_{k-1}}^{s_k} |x(t) - L|^p \, dt = \frac{1}{\ell_r^p} \int_{s_{k-1}}^{s_k} |x(t) - L|^p \, dt + \frac{1}{\ell_r^p} \int_{s_{k-1}}^{s_k} |x(t) - L|^p \, dt \\
\geq \frac{1}{\ell_r^p} \int_{s_{k-1}}^{s_k} |x(t) - L|^p \, dt \\
\geq \frac{1}{\ell_r^p} \| |t \in I_r : |x(t) - L| \geq \varepsilon \| \varepsilon^p \\
\geq \frac{h_r^p}{\ell_r^p} \frac{1}{h_r^p} \| |k \in I_r : |x_k - L| \geq \varepsilon \| \varepsilon^p .
\]

Thus, in view of (12), we conclude that \( x \) is \( [S_{\theta'}^a] \)-statistically convergent to \( L \). This completes the proof of Theorem 10. \( \square \)

Corollary 6 can easily be proven by applying Theorem 10.

Corollary 6. Let \( \theta = (k_r)_{r \in \mathbb{N}} \) and \( \theta' = (s_r)_{r \in \mathbb{N}} \) be two lacunary sequences such that \( I_r \subset J_r \) for all \( r \in \mathbb{N} \). Also let \( \alpha \) be a real number such that \( 0 < \alpha \leq 1 \). If the condition (8) holds true and if \( x \) be a real-valued function which is
measurable (in the Lebesgue sense) in the interval \((1, \infty)\), then each of the following assertions holds true:

(i) If \(x\) is \(\left[ W^\alpha_{\theta p} \right]\)-summable to \(L\), then it is \(\left[ S^\alpha_{\theta} \right]\)-statistically convergent to \(L\);

(ii) If \(x\) is \(\left[ W^\alpha_{\theta p} \right]\)-summable to \(L\), then it is \(\left[ S^\alpha_{\theta} \right]\)-statistically convergent to \(L\);

(iii) If \(x\) is \(\left[ W^\alpha_{\theta p} \right]\)-summable to \(L\), then it is \(\left[ S^\alpha_{\theta} \right]\)-statistically convergent to \(L\).

Several other interesting applications and consequences of our results (Theorems 1 to 10 and Corollaries 1 to 6) can be deduced. We left such details for the targeted readers.
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