Jungck-Type Implicit Iterative Algorithms with Numerical Examples
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Abstract. We introduce a new Jungck-type implicit iterative scheme and study its strong convergence, stability under weak parametric restrictions in generalized convex metric spaces and data dependency in generalized hyperbolic spaces. We show that new introduced iterative scheme has better convergence rate as compared to well known Jungck implicit Mann, Jungck implicit Ishikawa and Jungck implicit Noor iterative schemes. It is also shown that Jungck implicit iterative schemes converge faster than the corresponding Jungck explicit iterative schemes. Validity of our analytic proofs is shown through numerical examples. Our results are improvements and generalizations of some recent results of Khan et al. [21], Chugh et al. [8] and many others in fixed point theory.

1. Introduction

For the last 25 years, considerable efforts have been devoted to introduce various implicit as well as explicit iterative schemes and study its qualitative features like convergence, stability, convergence rate, data dependency etc. [1–14, 21, 22, 24–29, 31, 32, 34–42]. Implicit iterative schemes are of great importance from numerical stand point as they provide accurate approximation as compared to explicit iterative schemes. A very common iterative scheme is due to Jungck [16] which involves the use of two coupled mappings and is useful in fixed point theory to approximate common fixed point of the mappings. Convergence analysis has a key role in the study of iterative approximation, convergence speed and stability which is of theoretical and practical interest [2, 7–9, 11–14, 19–23, 30, 31, 34, 38, 39, 41, 43]. Data dependence of fixed points is a concept related to iterative schemes which has become an important subject for research now a days. Very recently, Razani and Bagherboum [34], Sahin and Basarir [36], Olatinwo and Postolache [27], Chugh et al. [8] etc. have done remarkable work on iterative schemes in extended metric spaces.

Keeping in mind the above facts, our aim is to:

1. introduce a more general Jungck-type implicit iterative scheme and study its convergence as well as stability for contractive mappings under weak parametric restrictions
2. show that newly introduced iterative scheme has better convergence rate as compared to other Jungck-type implicit iterative schemes
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3. compare Jungck-type implicit iterative schemes with their corresponding Jungck-type explicit iterative schemes
4. prove data dependence results for newly introduced iterative scheme
5. solve a quadratic equation by applying the newly introduced Jungck-type implicit iterative scheme.

**Definition 1.1 ([42]).** Let $(X, d)$ be a metric space. A map $W : X^2 \times [0, 1] \rightarrow X$ is a convex structure on $X$ if
\[ d(u, W(x, y, \lambda)) \leq \lambda d(u, x) + (1 - \lambda)d(u, y) \]
for all $x, y, u \in X$ and $\lambda \in [0, 1]$. A metric space together with a convex structure $W$ is known as convex metric space and is denoted by $(X, d, W)$. A nonempty subset $C$ of a convex metric space is convex if $W(x, y, \lambda) \in C$ for all $x, y \in C$ and $\lambda \in [0, 1]$.

All normed spaces and their subsets are the examples of convex metric spaces. There are many examples of convex metric spaces which can not be embedded in any normed space (see [42]).

Let $X$ be a convex metric space, $Y$ an arbitrary set and $S, T : Y \rightarrow X$ such that $T(Y) \subseteq S(Y)$. Let $C(S; T)$ be the set of the coincidence points of $S$ and $T$. For $\alpha_n \in [0, 1]$, Singh et al. [39] defined the Jungck-Mann iterative scheme as follows:
\[ Sx_{n+1} = W(Sx_n, Tx_n, \alpha_n) \]
For $\alpha_n, \beta_n, \gamma_n \in [0, 1]$, Olatinwo defined the Jungck-Ishikawa [25, 26] and Jungck-Noor [24] iterative schemes as under:
\[ Sx_{n+1} = W(Sx_n, Ty_n, \alpha_n) \]
\[ Sy_n = W(Sx_n, Tx_n, \beta_n) \]
and
\[ Sx_{n+1} = W(Sx_n, Ty_n, \alpha_n) \]
\[ Sy_n = W(Sx_n, Tz_n, \beta_n) \]
\[ Sz_n = W(Sx_n, Tx_n, \gamma_n) \]
respectively.

Very recently, for $\alpha_n + \alpha'_n, \beta_n + \beta'_n, \gamma_n \in [0, 1]$, the following Jungck-Khan [21] iterative scheme was introduced:
\[ Sx_{n+1} = (1 - \alpha_n - \alpha'_n)Sx_n + \alpha_n Ty_n + \alpha'_n Tx_n \]
\[ Sy_n = (1 - \beta_n - \beta'_n)Sz_n + \beta_n Ty_n + \beta'_n Tx_n \]
\[ Sz_n = (1 - \gamma_n)Sx_n + \gamma_n Tz_n \]

**Remark 1.2.** If $Y = X$ and $S = I_x$ (identity mapping), then the Jungck-Noor (1.3), Jungck-Ishikawa (1.2) and the Jungck-Mann (1.1) iterative schemes, respectively, become Noor [23], Ishikawa [15] and Mann [22] iterative schemes.

Jungck and Hussain [17] used the iterative scheme (1.1) to approximate common fixed points of the mappings $S$ and $T$ satisfying the following Jungck-contraction
\[ d(Tx, Ty) \leq \alpha d(Sx, Sy), \quad 0 \leq \alpha < 1. \]

Singh et al. [39] established some stability results for Jungck and Jungck-Mann iterative schemes for the contractive conditions (1.5) and (1.6) below: for some $a \in [0, 1]$ and $0 \leq L$
\[ d(Tx, Ty) \leq ad(Sx, Sy) + L d(Sx, Tx). \]
A mapping \( T \) is said to be a contractive if it satisfies (1.7) below: there exists a constant \( q \in [0, 1) \) such that for any \( x, y \in Y \)

\[
d(Tx, Ty) \leq q \max \left\{ d(Sx, Sy), \frac{1}{2} [d(Sx, Tx) + d(Sy, Ty)], d(Sx, Ty), d(Sy, Tx) \right\}. \tag{1.7}
\]

Olatinwo and Imoru [26], studied the generalized Zamfirescu operators more general than Zamfirescu operators [44] for the pair \((S, T)\), satisfying the following condition: for each pair of points \( x, y \) in \( Y \) at least one of the following is true:

(i) \( d(Tx, Ty) \leq ad(Sx, Sy) \)

(ii) \( d(Tx, Ty) \leq bd(Sx, Tx) + d(Sy, Ty) \) \tag{1.8}

(iii) \( d(Tx, Ty) \leq c(d(Sx, Ty) + d(Sy, Tx)) \)

where \( a, b, c \) are nonnegative constants satisfying \( 0 \leq a \leq 1, 0 \leq b, c \leq \frac{1}{2} \).

Any mapping satisfying (1.8)(ii) is called a Kannan mapping while a mapping satisfying (1.8)(iii) is called Chatterjea mapping.

The contractive condition (1.8) implies

\[
d(Tx, Ty) \leq 2bd(Sx, Tx) + \delta d(Sx, Sy), \quad \forall x, y \in Y, \tag{1.9}
\]

where \( \delta = \max \{a, \frac{b}{2}, \frac{c}{2}\} \) (see Berinde [4, 5]).

Hussain et al. [13] and Olatinwo [24, 25], respectively, used the following more general contractive conditions than (1.9) to prove stability and strong convergence results for various iterative schemes: there exists \( a \in [0, 1) \) and a monotone increasing function \( \varphi : R^+ \rightarrow R^+ \) with \( \varphi(0) = 0 \), such that

\[
||Tx - Ty|| \leq \varphi(||Sx - Tx||) + a||Sx - Sy||. \tag{1.10}
\]

**Definition 1.3 ([33]).** A map \( W : X \times X \times [0, 1] \times [0, 1] \rightarrow X \) is said to be a generalized convex structure on \( X \) if for each \((x, y, z; a, b, c) \in X \times X \times [0, 1] \times [0, 1] \times [0, 1] \) and \( u \in X \),

\[
d(u, W(x, y, z; a, b, c)) \leq ad(u, x) + bd(u, y) + cd(u, z); \quad a + b + c = 1.
\]

A metric space \((X, g)\) together with the above map \( W \) is known as generalized convex metric space.

**Definition 1.4 ([33]).** Let \( X \) be a generalized convex metric space. A nonempty subset \( C \) of \( X \) is said to be generalized convex if \( W(x, y, z; a, b, c) \subset C \) whenever

\[
(x, y, z; a, b, c) \in C \times C \times [0, 1] \times [0, 1] \times [0, 1].
\]

Clearly, every generalized convex metric space is a convex metric space and every generalized convex set is a convex set. It can be easily seen that open spheres and closed spheres in a generalized convex metric space are generalized convex subsets. All normed spaces and their generalized convex subsets are generalized convex metric spaces.

Clearly, a Banach space, or any of its generalized convex subset, is a generalized convex metric space with \( W(x, y, z; a, b, c) = ax + by + cz \). More generally, if \( X \) is a linear space with a translation invariant metric satisfying

\[
d(ax + by + cz, 0) \leq ad(x, 0) + bd(y, 0) + cd(z, 0)
\]

then \( X \) is a generalized convex metric space.

For \( x_0 \in Y \), we define the following Jungck-type implicit iterative scheme in generalized convex metric spaces:

\[
\begin{align*}
S_{x_{n+1}} &= W(S_{x_n}, T_{x_{n+1}}, T_{y_n}, \alpha_n, \alpha_n') \\
S_{y_n} &= W(S_{z_n}, T_{y_n}, T_{z_n}, \beta_n, \beta_n') \\
S_{z_n} &= W(S_{x_n}, T_{z_n}, T_{x_n}, \gamma_n, \gamma_n').
\end{align*}
\tag{1.11}
\]
where $\{\alpha_n + \alpha'_n\}, \{\beta_n + \beta'_n\}, \{\gamma_n + \gamma'_n\}$ are sequences in $[0, 1]$.

The counter part of iterative scheme (1.11) in linear space can be written as

\[
Sx_{n+1} = (1 - \alpha_n - \alpha'_n)Sy_n + \alpha_nTx_{n+1} + \alpha'_nTy_n
\]

\[
Sy_n = (1 - \beta_n - \beta'_n)Sz_n + \beta_nTy_n + \beta'_nTz_n
\]

\[
Sz_n = (1 - \gamma_n - \gamma'_n)Sx_n + \gamma_nTz_n + \gamma'_nTx_n
\]

(1.12)

Putting $\alpha'_n = \beta'_n = \gamma'_n = 0$, in (1.11), we get Jungck implicit Noor iterative scheme

\[
Sx_{n+1} = W(Sy_n, Tx_{n+1}, \alpha_n)
\]

\[
Sy_n = W(Sz_n, Ty_n, \beta_n)
\]

\[
Sz_n = W(Sx_n, Tz_n, \gamma_n)
\]

(1.13)

Putting $\alpha'_n = \beta'_n = \gamma'_n = 0$ and $\gamma_n = 0$ in (1.11), we get Jungck implicit Ishikawa iterative scheme

\[
Sx_{n+1} = W(Sy_n, Tx_{n+1}, \alpha_n)
\]

\[
Sy_n = W(Sx_n, Ty_n, \beta_n)
\]

(1.14)

Putting $\alpha'_n = \beta'_n = \gamma'_n = 0$ and $\gamma_n = \beta_n = 0$ in (1.11), we get Jungck implicit Mann iterative scheme

\[
Sx_{n+1} = W(Sx_n, Tx_{n+1}, \alpha_n) = (1 - \alpha_n)Sx_n + \alpha_nTx_{n+1}
\]

(1.15)

Putting $X = Y$ and $S = I_x$ (identity mapping), in Jungck implicit Noor (1.13), Jungck implicit Ishikawa (1.14) and the Jungck implicit Mann (1.15) iterative schemes, respectively, we get implicit Noor [8], implicit Ishikawa [8] and implicit Mann [8] iterative schemes.

Kohlenbach [17] extended convex structure as hyperbolic space as follows:

**Definition 1.5 ([17]).** A hyperbolic space $(X, d, W)$ is a metric space $(X, d)$ together with a convex structure $W$ satisfying the following conditions:

(W1) \( d(z, W(x, y, \lambda)) \leq (1 - \lambda)d(z, x) + \lambda d(z, y) \)

(W2) \( d(W(x, y, \lambda_1), W(x, y, \lambda_2)) = |\lambda_1 - \lambda_2|d(x, y) \)

(W3) \( W(x, y, \lambda) = W(y, x, 1 - \lambda) \)

(W4) \( d(W(x, z, \lambda), W(y, w, \lambda)) \leq (1 - \lambda)d(x, y) + \lambda d(z, w) \) for all $x, y, z, w \in X$ and $\lambda, \lambda_1, \lambda_2 \in [0, 1]$.

Evidently, every hyperbolic space is a convex metric space but the converse may not true. For example, if $X = R$, $W(x, y, \lambda) = \lambda x + (1 - \lambda)y$ and $d(x, y) = \frac{|x - y|}{1 + |x - y|}$ for $x, y \in R$, then $(X, d, W)$ is a convex metric space but not a hyperbolic space [19].

Motivated by above facts, we introduce a generalized hyperbolic space as follows:

**Definition 1.6.** A generalized hyperbolic space $(X, d, W)$ is a metric space $(X, d)$ together with a convex structure $W$ satisfying the following conditions:

(W1) \( d(p, W(x, y, z, \lambda_1, \lambda_2)) \leq (1 - \lambda_1 - \lambda_2)d(p, x) + \lambda_1d(p, y) + \lambda_2d(p, z) \)

(W2) \( d(W(x, y, z, \lambda_1, \lambda_2), W(x, y, z, \lambda_3, \lambda_4)) = |\lambda_1 - \lambda_3|d(x, y) + |\lambda_2 - \lambda_4|d(y, z) \)

(W3) \( W(x, y, z, \lambda_1, \lambda_2) = W(y, x, z, 1 - \lambda_1, \lambda_2) = W(x, z, y, \lambda_1, 1 - \lambda_2) \)

(W4) \( d(W(x, y, z, \lambda_1, \lambda_2), W(u, v, w, \lambda_1, \lambda_2)) \leq (1 - \lambda_1 - \lambda_2)d(x, u) + \lambda_1d(y, v) + \lambda_2d(z, w) \) for all $x, y, z, u, v, w \in X$ and $\lambda_1, \lambda_2, \lambda_3, \lambda_4 \in [0, 1]$. 
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The stability of iterative schemes has been extensively studied by various authors [2, 3, 7–9, 11–13, 21, 39]. The concept of $T$-stability in convex metric space setting was given by Olatinwo and Postolache [27].

**Definition 1.7 ([16]).** Let $f$ and $g$ be two selfmaps on $X$. A point $x$ in $X$ is called (1) a fixed point of $f$ if $f(x) = x$; (2) coincidence point of a pair $(f, g)$ if $fx = gx$; (3) common fixed point of a pair $(f, g)$ if $x = fx = gx$. If $w = fx = gx$ for some $x$ in $X$, then $w$ is called a point of coincidence of $f$ and $g$. A pair $(f, g)$ is said to be weakly compatible if $f$ and $g$ commute at their coincidence points.

**Definition 1.8 ([27]).** Let $S, T : X \to X$ be operators such that $TX \subseteq SX$ and $p = Sz = Tz$ a point of coincidence of $S$ and $T$. Let $\{\text{Sx}_n\}_{n=0}^{\infty} \subseteq X$, be the sequence generated by an iterative procedure

$$
\text{Sx}_{n+1} = f_{S,T,a_n}^n, \quad n = 0, 1, 2, \ldots
$$

where $x_0 \in X$ is the initial approximation and $f$ is some function. Suppose that $\{\text{Sy}_n\}_{n=0}^{\infty} \subseteq X$ be an arbitrary sequence in $X$ and set $e_n = d(Sx_{n+1}, Sy_n), n = 0, 1, 2, \ldots$. Then, the iterative procedure (1.16) is said to be $(S, T)$-stable or stable if and only if $\lim_{n \to \infty} e_n = 0$ implies $\lim_{n \to \infty} Sy_n = p$.

**Definition 1.9 ([4, 32]).** Suppose $\{a_n\}$ and $\{b_n\}$ are two real convergent sequences with limits $a$ and $b$, respectively. Then $\{a_n\}$ is said to converge faster than $\{b_n\}$ if

$$
\lim_{n \to \infty} \frac{|a_n - a|}{|b_n - b|} = 0.
$$

**Definition 1.10 ([4, 5]).** Let $\{u_n\}$ and $\{v_n\}$ be two iterative schemes which converge in a normed space $X$ to the same fixed point $p$ such that the following error estimates

$$
\|u_n - p\| \leq a_n
$$

and

$$
\|v_n - p\| \leq b_n
$$

are available, where $\{a_n\}$ and $\{b_n\}$ are sequences of positive numbers, converging to zero. If $\{a_n\}$ converges faster than $\{b_n\}$, then we say that $\{u_n\}$ converge faster to $p$ than $\{v_n\}$.

**Lemma 1.11 ([4]).** Suppose that $\{a_n\}, \{b_n\}$ and $\{c_n\}$ are nonnegative real sequences satisfying the following condition:

$$
a_{n+1} \leq (1 - t_n)a_n + b_n + c_n, \quad \forall \ n \geq n_0,
$$

where $n_0$ is some nonnegative integer, $t_n \in (0, 1], \sum_{n=0}^{\infty} t_n = \infty, b_n = o(t_n)$ and $\sum_{n=0}^{\infty} c_n < \infty$. Then $\lim_{n \to \infty} a_n = 0$.

**Definition 1.12.** Let $(S, T), (S_1, T_1)$ be pairs of operator on $X$. We say $(S_1, T_1)$ is approximate operator pair of $(S, T)$ if for all $x \in X$ and for fixed $\varepsilon > 0$, $\varepsilon_1 > 0$, we have $d(Tx, T_1x) \leq \varepsilon$, $d(Sx, S_1x) \leq \varepsilon_1$.

**Lemma 1.13 ([10]).** Let $\{a_n\}_{n=0}^{\infty}$ be a nonnegative sequence for which there exists $n_0 \in N$ such that for all $n \geq n_0$, one has the following inequality:

$$
a_{n+1} \leq (1 - r_n)a_n + r_n t_n,
$$

where $r_n \in (0, 1), \sum_{n=1}^{\infty} r_n = \infty$ and $t_n \geq 0, \forall \ n \in N$. Then $0 \leq \lim_{n \to \infty} \sup a_n \leq \limsup_{n \to \infty} b_n$.

**Lemma 1.14 ([4]).** If $\delta$ is a real number such that $0 \leq \delta < 1$ and $\{\varepsilon_n\}_{n=0}^{\infty}$ is a sequence of positive numbers such that $\lim_{n \to \infty} \varepsilon_n = 0$, then for any sequence of positive numbers $\{u_n\}_{n=0}^{\infty}$ satisfying

$$
u_{n+1} \leq \delta u_n + \varepsilon_n, \quad n = 0, 1, 2, \ldots
$$

one has $\lim_{n \to \infty} u_n = 0$. 

---
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2. Convergence and Stability Results of New Jungck-Type Implicit Iterative Scheme in Generalized Convex Metric Spaces

**Theorem 2.1.** Let $X$ be a generalized convex metric space and $S, T : Y \to X$ be nonself operators on an arbitrary set $Y$ satisfying (1.10) such that $T(Y) \subseteq S(Y)$, where $S(Y)$ is a complete subspace of $X$. Let $z \in C(S, T)$ such that $Sz = Tz = p$ (say). Then for $x_0 \in Y$, the iterative scheme $\{Sx_n\}_{n=0}^{\infty}$ defined by (1.11) with $\sum_{n=1}^{\infty} (\alpha_n + \alpha'_n) = \infty$ converges strongly to $p$. Also, $p$ will be the unique common fixed point of $S, T$ provided $S$ and $T$ are weakly compatible.

**Proof.** Using (1.11) and (1.10), we have
\[
d(Sx_{n+1}, p) = d(W(Sy_n, Tx_{n+1}, Ty_n, \alpha_n, \alpha'_n), p)
\leq (1 - \alpha_n - \alpha'_n)d(Sy_n, p) + \alpha_n d(Tx_{n+1}, p) + \alpha'_n d(Ty_n, p)
\leq (1 - \alpha_n - \alpha'_n)d(Sy_n, p) + \alpha_n d(Sx_{n+1}, p) + \alpha'_n d(Sy_n, p)
\] (2.1)

which further implies
\[
(1 - \alpha_n)d(Sx_{n+1}, p) \leq 1 - \alpha_n - \alpha'_n(1 - a)d(Sy_n, p)
\]
\[
d(Sx_{n+1}, p) \leq \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}d(Sy_n, p).
\] (2.2)

Again from (1.11), we have the following estimates:
\[
d(Sy_n, p) = d(W(Sz_n, Ty_n, Tx_n, \beta_n, \beta'_n), p)
\leq (1 - \beta_n - \beta'_n)d(Sz_n, p) + \beta_n d(Ty_n, p) + \beta'_n d(Tx_n, p)
\leq (1 - \beta_n - \beta'_n)d(Sz_n, p) + \beta_n d(Sy_n, p) + \beta'_n d(Sz_n, p)
\]
which gives
\[
d(Sy_n, p) \leq \frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}d(Sz_n, p).
\] (2.3)

Also, (1.11) gives
\[
d(Sz_n, p) = d(W(Sx_n, Tz_n, Tx_n, \gamma_n, \gamma'_n), p)
\leq (1 - \gamma_n - \gamma'_n)d(Sx_n, p) + \gamma_n d(Tz_n, p) + \gamma'_n d(Tx_n, p)
\leq (1 - \gamma_n - \gamma'_n)d(Sx_n, p) + \gamma_n d(Sz_n, p) + \gamma'_n d(Sx_n, p)
\]
which implies
\[
d(Sz_n, p) \leq \frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}d(Sx_n, p).
\] (2.3)

Estimates (2.1)-(2.3) yield
\[
d(Sx_{n+1}, p) \leq \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)} \frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)} \frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}d(Sx_n, p)
\]
\[
\leq \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)} \frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)} \frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}d(Sx_n, p).
\] (2.4)

But $1 - \beta_n \leq 1 - \beta_n a$, gives
\[
\frac{1 - \beta_n}{1 - \beta_n a} \leq 1.
\] (2.5)
Similarly,
\[ \frac{1 - \gamma_n}{1 - \gamma_n a} \leq 1. \] (2.6)

Also
\[ 1 - \frac{1 - \alpha_n - \alpha_n'(1 - a)}{(1 - \alpha_n a)} = \frac{1 - [1 - \alpha_n(1 - a) - \alpha_n'(1 - a)]}{(1 - \alpha_n a)} \geq 1 - [1 - \alpha_n(1 - a) - \alpha_n'(1 - a)], \]

implies
\[ \frac{1 - \alpha_n - \alpha_n'(1 - a)}{(1 - \alpha_n a)} \leq [1 - \alpha_n(1 - a) - \alpha_n'(1 - a)] \] (2.7)

Using (2.5)-(2.7), (2.4) yields
\[ d(Sx_{n+1}, p) \leq [1 - \alpha_n(1 - a) - \alpha_n'(1 - a)]d(Sx_n, p) \] (2.8)

It can be easily seen that inequality (2.8) fulfills all the condition of Lemma 1.11 and hence by its conclusion,
\[ \lim_{n \to \infty} d(Sx_n, p) = 0. \]

Now, we prove that \( p \) is the unique common fixed point of \( S \) and \( T \), when \( Y = X \).

Let there exist another point of coincidence say \( p' \). Then, there exists \( z' \in X \) such that \( Sz' = Tz' = p' \). But from (1.10), we have
\[ 0 \leq ||p - p'|| = ||Tz - Tz'|| \leq q||Sz - Sz'|| + \phi(||Sz - Tz||) = q||p - p'|| \]

which implies \( p = p' \) as \( 0 \leq q < 1 \).

Now, as \( S \) and \( T \) are weakly compatible and \( p = Tz = Sz \), so \( Tp = TTz = TSz = STz \) and hence \( Tp = Sp \). Therefore, \( Tp \) is a point of coincidence of \( S \), \( T \) and as the point of coincidence is unique, so \( p = Tp \). Thus \( Tp = Sp = p \) and therefore \( p \) is unique common fixed point of \( S \) and \( T \).

**Theorem 2.2.** Let \( X \) be a generalized convex metric space and \( S, T : Y \to X \) are nonself operators on an arbitrary set \( Y \) satisfying (1.10) such that \( T(Y) \subseteq S(Y) \), where \( S(Y) \) is a complete subspace of \( X \). Let \( z \in C(S, T) \) such that \( Sz = Tz = p \) (say) and the iterative scheme \( \{Sx_n\}_{n=0}^\infty \) defined by (1.11) with \( \sum_{n=1}^\infty (\alpha_n + \alpha_n') = \infty \) converges to \( p \). Then the iterative scheme \( \{Sx_n\}_{n=0}^\infty \) is \((S, T)\) stable provided \( 0 < \alpha_n + \alpha_n' < \frac{1}{\sqrt{\gamma_n}}, \forall n \in N \).

**Proof.** Suppose that \( \{Sp_n\}_{n=0}^\infty \subseteq X \) be an arbitrary sequence, \( \epsilon_n = d(Sp_{n+1}, W(Sq_n, Tp_{n+1}, \alpha_n, \alpha_n')) \), where \( Sq_n = W(Sr_n, Tq_n, \gamma_n, \beta_n, \phi_n) \), \( Sr_n = W(Sp_{n+1}, Tr_n, Tp_n, \gamma_n, \beta_n) \) and let \( \lim_{n \to \infty} \epsilon_n = 0 \).

Then, we have
\[
d(Sp_{n+1}, p) \leq d(Sp_n, W(Sq_n, Tp_{n+1}, Tq_n, \alpha_n, \alpha_n')) + d(W(Sq_n, Tp_{n+1}, Tq_n, \alpha_n, \alpha_n'), p) \\
\leq \epsilon_n + (1 - \alpha_n - \alpha_n')d(Sq_n, p) + \alpha_n d(Tp_{n+1}, p) + \alpha_n' d(Tq_n, p) \\
\leq \epsilon_n + (1 - \alpha_n - \alpha_n')d(Sq_n, p) + \alpha_n d(Sp_{n+1}, p) + \alpha_n' d(Tq_n, p) \] (2.9)

which implies
\[ [1 - \alpha_n a]d(Sp_{n+1}, p) \leq \epsilon_n + (1 - \alpha_n - \alpha_n'(1 - a))d(Sq_n, p) \]

and therefore
\[ d(Sp_{n+1}, p) \leq \frac{\epsilon_n}{1 - \alpha_n a} + \frac{(1 - \alpha_n - \alpha_n'(1 - a))}{[1 - \alpha_n a]}d(Sq_n, p) \] (2.10)
Using estimates (2.12)-(2.13), (2.15) becomes

\[ d(Sp_{n+1}, p) \leq [1 - (\alpha_n + \alpha'_n)(1 - a)]d(Sqn, p) + \frac{\epsilon_n}{1 - \alpha_n a}. \]  

(2.11)

As in (2.2) and (2.3), respectively, we have the following estimates:

\[ d(Sq_n, p) \leq \frac{1 - \beta_n}{1 - \beta_n a}d(Sr_n, p) \leq d(Sr_n, p), \]  

(2.12)

and

\[ d(Sr_n, p) \leq \frac{1 - \gamma_n}{1 - \gamma_n a}d(Sp_n, p) \leq d(Sp_n, p), \]  

(2.13)

Using estimates (2.12) and (2.13), (2.11) becomes

\[ d(Sp_{n+1}, p) \leq [1 - (\alpha_n + \alpha'_n)(1 - a)]d(Sp_n, p) + \frac{\epsilon_n}{1 - \alpha_n a} \leq [1 - (\alpha_n + \alpha'_n)(1 - a)]d(Sp_n, p) + \frac{\epsilon_n}{1 - a} \]  

(2.14)

Inequality (2.14) fulfills all conditions of Lemma 1.14, hence Lemma 1.14 gives \( \lim_{n \to \infty} d(Sp_n, p) = 0. \)

Conversely, if we let \( \lim_{n \to \infty} Sp_n = p \), then using contractive condition (1.10), we have

\[ \epsilon_n = d(Sp_{n+1}, W(Sqn, Tp_{n+1}, Tqn, \alpha_n, \alpha'_n)) \leq d(Sp_{n+1}, p) + d(W(Sqn, Tp_{n+1}, Tqn, \alpha_n, \alpha'_n), p) \leq d(Sp_{n+1}, p) + (1 - \alpha_n - \alpha'_n)d(Sqn, p) + \alpha_n ad(Sp_n, p) + \alpha'_n ad(Sqn, p) \]  

(2.15)

Using estimates (2.12)-(2.13), (2.15) becomes

\[ \epsilon_n \leq d(Sp_n, p) + [1 - \alpha_n(1 - a) - \alpha'_n(1 - a)]d(Sp_n, p), \]

from which we conclude that \( \lim_{n \to \infty} \epsilon_n = 0. \)

Therefore, the iterative scheme (1.11) is \((S, T)\)-stable. \[ \qed \]

**Remark 2.3.** As contractive condition (1.10) is more general than those of (1.5)-(1.9), the convergence and stability results for new Jungck implicit iterative scheme (1.11), using contractive conditions (1.5)-(1.9), can be obtained as special cases.

**Remark 2.4.** As Jungck implicit Noor, Jungck implicit Ishikawa and Jungck implicit Mann iterative schemes are special case of new Jungck implicit iterative scheme (1.11), convergence and stability results for these iterative schemes can be obtained as corollaries.

**Remark 2.5.** As implicit Noor iterative scheme [8] is a special case of new Jungck implicit iterative scheme (1.11), convergence result of implicit Noor iterative scheme [8, Theorem 9] can be obtained as a corollary.

**Remark 2.6.** As implicit Noor iterative scheme [8] is a special case of new Jungck implicit iterative scheme (1.11), stability result of implicit Noor iterative scheme [8, Theorem 10] can be obtained as a corollary.

**Remark 2.7.** As new Jungck implicit iterative scheme (1.11) converges faster as compared to Jungck-Khan iterative scheme, our results are improvement of results of Khan et al. [21]. Moreover, our results admit weak parametric restriction \( \sum_{n=1}^{\infty} (\alpha_n + \alpha'_n) = \infty \) instead of \( \sum_{n=1}^{\infty} \alpha_n = \infty. \)
3. Convergence Rate Comparison of Implicit Iterative Schemes

**Theorem 3.1.** Let $X$ be a generalized convex metric space and $S, T : Y \to X$ are nonself operators on an arbitrary set $Y$ satisfying (1.10) with $a \in (0, 1)$ such that $T(Y) \subseteq S(Y)$, where $S(Y)$ is a complete subspace of $X$. Let $z \in C(S, T)$ such that $S_z = T_z = p$ (say). Then for $x_0 \in C$, the sequence $\{S_{x_0}\}_{n=0}^\infty$ defined by (1.11), converges faster than Jungck implicit Mann (1.15), Jungck implicit Ishikawa (1.14) and Jungck implicit Noor (1.13) iterative schemes. Also, Jungck implicit-type iterative schemes converge faster as compared to their corresponding Jungck explicit-type iterative schemes.

**Proof.** For Jungck implicit Mann iteration (1.15), we have

$$d(Sx_{n+1}, p) = d(W(Sx_n, Tx_{n+1}, \alpha_n), p)$$

$$\leq (1 - \alpha_n)d(Sx_n, p) + \alpha_n d(Tx_{n+1}, p)$$

$$\leq (1 - \alpha_n)d(Sx_n, p) + \alpha_n d(Sx_{n+1}, p),$$

which further yields

$$(1 - \alpha_n)d(Sx_{n+1}, p) \leq (1 - \alpha_n)d(x_{n-1}, p)S$$

and so

$$d(Sx_{n+1}, p) \leq \frac{1 - \alpha_n}{1 - \alpha_n}d(Sx_n, p). \quad (3.1)$$

Similarly, for Jungck implicit Ishikawa (1.14) and Jungck implicit Noor (1.13) iterations, respectively, we have the following estimates:

$$d(Sx_{n+1}, p) \leq \left(\frac{1 - \alpha_n}{1 - \alpha_n}\right)\left(\frac{1 - \beta_n}{1 - \beta_n}\right)d(Sx_n, p) \quad (3.2)$$

and

$$d(Sx_{n+1}, p) \leq \left(\frac{1 - \alpha_n}{1 - \alpha_n}\right)\left(\frac{1 - \beta_n}{1 - \beta_n}\right)\left(\frac{1 - \gamma_n}{1 - \gamma_n}\right)d(Sx_n, p) \quad (3.3)$$

For Jungck explicit Mann iteration (1.1), we have

$$d(Sx_{n+1}, p) = d(W(Sx_n, Tx_n, \alpha_n), p)$$

$$\leq (1 - \alpha_n)d(Sx_n, p) + \alpha_n d(Tx_n, p)$$

$$\leq (1 - \alpha_n)d(Sx_n, p) + \alpha_n d(Sx_n, p)$$

$$= [1 - \alpha_n(1 - a)]d(Sx_n, p). \quad (3.4)$$

For Jungck explicit Ishikawa iteration (1.2), we have

$$d(Sx_{n+1}, p) \leq [(1 - \alpha_n) + \alpha_n a(1 - \beta_n(1 - a))]d(Sx_n, p) \quad (3.5)$$

For Jungck explicit Noor iterative scheme (1.3), we have

$$d(Sx_{n+1}, p) \leq [1 - \alpha_n + \alpha_n a(1 - \beta_n) + \beta_n a(1 - \gamma_n(1 - a))]d(Sx_n, p) \quad (3.6)$$

For Jungck Khan iterative scheme (1.4), we have

$$d(Sx_{n+1}, p) \leq [1 - \alpha_n + \alpha_n a(1 - \beta_n) - \beta_n a(1 - a)(1 + \gamma_n a)]d(Sx_n, p) \quad (3.7)$$
For new Jungck implicit iterative scheme (1.11), we have
\[
d(S_{x_{n+1}}, p) \leq \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)} \frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)} \frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)} d(S_{x_n}, p).
\]
(3.8)

As \(1 - \frac{1 - \alpha_n}{1 - \alpha_n a} = \frac{1 - \alpha_n a}{1 - \alpha_n a} \geq 1 - (1 - \alpha_n(1 - a))\), and
\[
1 - \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)} = \frac{1 - (1 - \alpha_n(1 - a) - \alpha'_n(1 - a))}{1 - \alpha_n a} \geq 1 - (1 - \alpha_n(1 - a) - \alpha'_n(1 - a)),
\]
so we have the following estimates:
\[
1 - \frac{1 - \alpha_n}{(1 - \alpha_n a)} \leq 1 - \alpha_n(1 - a), \tag{3.9}
\]
\[
1 - \frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)} \leq 1 - \alpha_n(1 - a) - \alpha'_n(1 - a), \tag{3.10}
\]
\[
\left(\frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}\right) \leq \frac{1 - \alpha_n}{(1 - \alpha_n a)} \left(\frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}\right) \leq \frac{1 - \beta_n}{(1 - \beta_n a)} \left(\frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}\right) \leq \frac{1 - \gamma_n}{(1 - \gamma_n a)} \tag{3.11}
\]
\[
\left(\frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}\right) \left(\frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}\right) \left(\frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}\right) \leq \left(\frac{1 - \alpha_n}{(1 - \alpha_n a)}\right) \left(\frac{1 - \beta_n}{(1 - \beta_n a)}\right) \left(\frac{1 - \gamma_n}{(1 - \gamma_n a)}\right) \tag{3.12}
\]
\[
\left(\frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}\right) \left(\frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}\right) \left(\frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}\right) \leq 1 - \alpha_n(1 - a) - \beta_n(1 - a) - \gamma_n(1 - a) \tag{3.13}
\]
\[
\left(\frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}\right) \left(\frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}\right) \left(\frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}\right) \leq 1 - \alpha_n(1 - a) - \beta_n(1 - a) - \gamma_n(1 - a) \tag{3.14}
\]
\[
\left(\frac{1 - \alpha_n - \alpha'_n(1 - a)}{(1 - \alpha_n a)}\right) \left(\frac{1 - \beta_n - \beta'_n(1 - a)}{(1 - \beta_n a)}\right) \left(\frac{1 - \gamma_n - \gamma'_n(1 - a)}{(1 - \gamma_n a)}\right) \leq 1 - \alpha_n(1 - a) - \beta_n(1 - a) - \gamma_n(1 - a) \tag{3.15}
\]

Keeping in mind Berinde’s Definition 1.10 and inequalities (3.9)-(3.15), from estimates (3.1)-(3.8), we conclude that

1. Ascending order of convergence rate of Jungck-type implicit iterative schemes goes as follows: Jungck implicit Mann, Jungck implicit Ishikawa, Jungck implicit Noor, new Jungck implicit iterative scheme

2. Jungck implicit type iterative schemes converge faster as compared to their corresponding Jungck explicit type iterative schemes.

Example 3.2. Let \(Y = [0, 1]\), \(X = [0, 0.5]\), \(T(x) = \frac{x}{2}\), \(S(x) = \frac{1}{2}\), \(\alpha_n = \beta_n = \gamma_n = \frac{1}{\sqrt{n}}\), \(n \geq 64\) and for \(n = 1, 2, \ldots, 63\),
Using (3.16) and (3.17), we have

\[ \frac{x_n(1.1)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{\sqrt{i} - 2}{2 \sqrt{i}} \right) x_0. \]  

\[ \frac{x_n(1.15)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{\sqrt{i} - 4 \sqrt{i}}{\sqrt{i} - 2} \right) x_0. \]  

\[ \frac{x_n(1.2)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{i^2 - 2i - 4 \sqrt{i}}{2i^2} \right) x_0. \]  

\[ \frac{x_n(1.14)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{\sqrt{i} - 4 \sqrt{i}}{\sqrt{i} - 2} \right)^2 x_0. \]  

\[ \frac{x_n(1.3)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{i^2 - 2i - 4 \sqrt{i} - 8}{2i^2} \right) x_0. \]  

\[ \frac{x_n(1.13)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{\sqrt{i} - 4 \sqrt{i}}{\sqrt{i} - 2} \right)^3 x_0. \]  

\[ \frac{x_n(1.11)}{x_n(1.1)} = \prod_{i=0}^{n} \left( \frac{\sqrt{i} - 6 \sqrt{i}}{\sqrt{i} - 2} \right)^3 x_0. \]  

But

\[ 0 \leq \lim_{n \to \infty} \prod_{i=0}^{n} \frac{i - 4 \sqrt{i}}{i + 4 \sqrt{i}} \leq \lim_{n \to \infty} \prod_{i=0}^{n} \left( 1 - \frac{1}{i} \right) = \lim_{n \to \infty} 63 \times 64 \times 65 \times \ldots \times n - 1 - \frac{63}{n} = 0. \]

Therefore, by Definition 1.9, Jungck implicit Mann iterative scheme (1.15) converges faster than the corresponding Jungck Mann iterative scheme (1.1) to \( p = 0 \), the point of coincidence of \( S \) and \( T \).

Also, using (3.18) and (3.19)

\[ \frac{x_n(1.14)}{x_n(1.12)} = \prod_{i=0}^{n} \left( \frac{2i^{\beta/2} - 2i - 4 \sqrt{i}}{2i^2 - 2i - 4 \sqrt{i}} \right) \left( \frac{\sqrt{i} - 2}{\sqrt{i} - 4} \right)^2 \]

\[ = \prod_{i=0}^{n} \left( \frac{2i^{\beta/2} + 32i^{\beta/2} - 16i^2}{2i^2 - 6i^2 + 8i^{\beta/2} + 8i - 16 \sqrt{i}} \right) \]

\[ = \prod_{i=0}^{n} \left[ 1 - \frac{(-2i^{\beta/2} + 10i^2 - 24i^{\beta/2} + 8i - 16 \sqrt{i})}{i^{\beta/2} - 6i^2 + 8i^{\beta/2} + 8i - 16 \sqrt{i}} \right] \]

with

\[ 0 \leq \lim_{n \to \infty} \prod_{i=0}^{n} \left[ 1 - \frac{(-2i^{\beta/2} + 10i^2 - 24i^{\beta/2} + 8i - 16 \sqrt{i})}{i^{\beta/2} - 6i^2 + 8i^{\beta/2} + 8i - 16 \sqrt{i}} \right] \leq \lim_{n \to \infty} \prod_{i=0}^{n} \left( 1 - \frac{1}{i} \right) = 0. \]
implies
\[
\left| x_n(1.14) - 0 \right| \left| x_n(1.2) - 0 \right| = 0.
\]

Therefore, Jungck implicit Ishikawa iterative scheme converges faster as compared to the corresponding Jungck explicit
Ishikawa iterative scheme.

Also, using (3.20) and (3.21)
\[
\frac{x_n(1.13)}{x_n(1.3)} = \prod_{i=64}^{n} \left( \frac{\beta^3 - 12\beta^{5/2} - 64\beta^{3/2} + 48^2}{\beta^3 - 8\beta^{5/2} - 16\beta^{3/2} + 20^2 + 16i - 88 \sqrt{i} + 64} \right)
\]
with
\[
0 \leq \lim_{n \to \infty} \prod_{i=64}^{n} \left( 1 - \frac{4\beta^{5/2} + 48\beta^{3/2} - 28^2 + 16i - 88 \sqrt{i} + 64}{\beta^3 - 8\beta^{5/2} - 16\beta^{3/2} + 20^2 + 16i - 88 \sqrt{i} + 64} \right) \leq \lim_{n \to \infty} \prod_{i=64}^{n} \left( 1 - \frac{1}{4} \right) = 0
\]
implies
\[
\left| x_n(1.13) - 0 \right| \left| x_n(1.3) - 0 \right| = 0.
\]

Therefore, Jungck implicit Noor iterative scheme converges faster as compared to the corresponding Jungck explicit
Noor iterative scheme.

Also, using (3.21) and (3.23)
\[
\frac{x_n(1.11)}{x_n(1.3)} = \prod_{i=64}^{n} \left( \frac{\sqrt{i} - 6}{\sqrt{i} - 4} \right)^3
\]
with
\[
0 \leq \lim_{n \to \infty} \prod_{i=64}^{n} \left( \frac{\sqrt{i} - 6}{\sqrt{i} - 4} \right)^3 \leq \lim_{n \to \infty} \prod_{i=64}^{n} \left( 1 - \frac{1}{4} \right) = 0
\]
implies
\[
\left| x_n(1.11) - 0 \right| \left| x_n(1.3) - 0 \right| = 0.
\]

Therefore, new implicit Jungck type iterative scheme converges faster as compared to the Jungck implicit Noor iterative
scheme.

Moreover, using (3.22) and (3.23) we have
\[
\frac{x_n(1.11)}{x_n(1.4)} = \prod_{i=64}^{n} \left( \frac{\beta^3 - 18\beta^{5/2} - 216\beta^{3/2} + 108^2}{\beta^3 - 10\beta^{5/2} - 16\beta^{3/2} + 28^2 - 16i - 32 \sqrt{i} + 64} \right)
\]
\[
= \prod_{i=64}^{n} \left( 1 - \frac{8\beta^{5/2} + 200\beta^{3/2} - 80^2 - 16i - 32 \sqrt{i} + 64}{\beta^3 - 10\beta^{5/2} - 16\beta^{3/2} + 28^2 - 16i - 32 \sqrt{i} + 64} \right)
\]
Proof. Let \( \{x_n\} \) be the iterative scheme generated by
\[
S_1u_{n+1} = W(S_1v_n, T_1u_{n+1}, T_1v_n, \alpha_n, \alpha'_n) \\
S_1v_n = W(S_1w_n, T_1v_n, T_1u_n, \beta_n, \beta'_n) \\
S_1w_n = W(S_1u_n, T_1w_n, T_1u_n, \gamma_n, \gamma'_n)
\]
converges to \( p \). Then we have
\[
d(p, p^*) \leq \frac{3(e + ae_1)}{(1-a)^2} \text{ provided } \sum_n (\alpha_n + \alpha'_n) = \infty \text{ and } \beta_n + \beta'_n, \gamma_n + \gamma'_n \leq \alpha_n + \alpha'_n.
\]

\textbf{4. Data Dependency of New Jungck Type Implicit Iterative Scheme in Generalized Hyperbolic Spaces}

The study of data dependence of fixed point has great importance from numerical and theoretical point of view and hence become a new trend among researchers; (see [4, 8–10, 21, 40] and references therein).

**Theorem 4.1.** Let \((X, d, W)\) be a generalized hyperbolic space and \((S_1, T_1) : Y \to X\) be an approximate operator of the pair \((S, T) : Y \to X\) on an arbitrary set \(Y\) with \((S, T)\) satisfying contractive condition (1.10). Assume that \(T(Y) \subseteq S(Y)\), \(T_1(Y) \subseteq S_1(Y)\), where \(S(Y)\) and \(S_1(Y)\) are complete subspaces of \(X\) with \(Sz = Tz = p\) and \(S_1z = T_1z^* = p^*\). Suppose that the iterative scheme \((Sx_{n+1})\) defined by (1.11) converges to \(p\) and \((Su_n)\) be the iterative scheme generated by
\[
0 \leq \lim_{i \to \infty} \prod_{i=0}^{n} \left( 1 - \frac{8b^2 + 200b^2 - 80^2 - 16b + 32 \sqrt{b} + 64}{10b^2 - 16b + 28^2 - 16b + 32 \sqrt{b} + 64} \right) \leq \lim_{i \to \infty} \prod_{i=0}^{n} \left( 1 - \frac{1}{7} \right) = 0
\]
which implies
\[
\frac{|x_n(1.11) - 0|}{|x_n(1.4) - 0|} = 0.
\]

Therefore new implicit Jungck type iterative scheme converges faster as compared to the Jungck Khan iterative scheme.
Also,

\[
d(S_n, S_{1n}) = d(W(S_{zn}, T_{yn}, T_{zn}, T_{wn}, T_{vn}, T_{wn}, T_{vn}))
\]

\[
\leq (1 - \beta_n - \beta_n')d(S_{zn}, S_{wn}) + \beta_n d(T_{yn}, T_{wn}) + \beta_n' d(T_{zn}, T_{wn})
\]

\[
\leq (1 - \beta_n - \beta_n')d(S_{zn}, S_{wn}) + \beta_n d(T_{yn}, T_{vn}) + d(T_{vn}, T_{wn})
\]

\[
+ \beta_n' d(T_{zn}, T_{wn}) + d(T_{vn}, T_{wn})
\]

\[
\leq (1 - \beta_n - \beta_n')d(S_{zn}, S_{wn}) + \beta_n \epsilon + \phi(S_{yn}, T_{yn}) + ad(S_{yn}, S_{vn})
\]

\[
+ \beta_n' \epsilon + \phi(S_{zn}, T_{zn}) + ad(S_{zn}, S_{wn})
\]

\[
\leq (1 - \beta_n - \beta_n')d(S_{zn}, S_{wn}) + \beta_n \epsilon + \phi(S_{yn}, T_{yn}) + ad(S_{yn}, S_{vn}) + ad(S_{1n}, S_{vn})
\]

\[
+ \beta_n' \epsilon + \phi(S_{zn}, T_{zn}) + ad(S_{zn}, S_{wn}) + ad(S_{1n}, S_{wn})
\]

\[
\leq (1 - \beta_n - \beta_n')d(S_{zn}, S_{wn}) + \beta_n \epsilon + \phi(S_{yn}, T_{yn}) + ad(S_{yn}, S_{vn}) + \alpha \epsilon
\]

\[
+ \beta_n' \epsilon + \phi(S_{zn}, T_{zn}) + ad(S_{zn}, S_{wn}) + \alpha \epsilon
\]

which gives

\[
d(S_{yn}, S_{1n}) \leq \frac{(1 - \beta_n - \beta_n' + a \beta_n')}{1 - a \beta_n} d(S_{zn}, S_{wn}) + \frac{\beta_n}{1 - a \beta_n} \phi(S_{yn}, T_{yn})
\]

\[
+ \frac{\beta_n'}{1 - a \beta_n} \phi(S_{zn}, T_{zn}) + \frac{\epsilon (\beta_n + \beta_n')}{1 - a \beta_n} a \epsilon
\]

\[
+ \frac{\alpha \epsilon}{1 - a \beta_n} (\gamma_n + \gamma_n') \tag{4.3}
\]

Similarly,

\[
d(S_{zn}, S_{1n}) \leq \frac{(1 - \gamma_n - \gamma_n' + a \gamma_n')}{1 - a \gamma_n} d(S_{zn}, S_{wn}) + \frac{\gamma_n}{1 - a \gamma_n} \phi(d(S_{zn}, T_{zn})) + \frac{\gamma_n'}{1 - a \gamma_n} \phi(d(S_{zn}, T_{zn}))
\]

\[
+ \frac{\epsilon}{1 - a \gamma_n} (\gamma_n + \gamma_n') + \frac{\alpha \epsilon}{1 - a \gamma_n} (\gamma_n + \gamma_n') \tag{4.4}
\]

Estimates (4.2)-(4.4), together with the inequalities

\[
\frac{(1 - \alpha_n - \alpha_n' + a \alpha_n')}{1 - a \gamma_n} \leq 1 - \alpha_n (1 - a) - \alpha_n' (1 - a),
\]

\[
\frac{(1 - \beta_n - \beta_n' + a \beta_n')}{1 - a \gamma_n (1 - a \beta_n)} \leq 1 - \beta_n (1 - a) - \beta_n' (1 - a) < 1 and 1 - \gamma_n (1 - a) - \gamma_n' (1 - a) < 1,
\]

yield

\[
d(S_{n+1}, S_{1n+1}) \leq \left(1 - \alpha_n (1 - a) - \alpha_n' (1 - a)\right) d(S_{wn}, S_{1n}) + \left[\frac{\gamma_n}{1 - a \gamma_n} + \frac{\beta_n'}{1 - a \beta_n}\right] \phi(d(S_{zn}, T_{zn}))
\]

\[
+ \left[\frac{\beta_n}{1 - a \beta_n} + \frac{\alpha_n'}{1 - a \alpha_n}\right] \phi(d(S_{yn}, T_{yn})) + \frac{\alpha_n}{1 - a \alpha_n} \phi(d(S_{n+1}, T_{n+1}))
\]

\[
+ \frac{\gamma_n'}{1 - a \gamma_n} \phi(d(S_{zn}, T_{zn}))
\]

\[
+ \epsilon \left[\frac{(\gamma_n + \gamma_n')}{1 - a \gamma_n} + \frac{(\beta_n + \beta_n')}{1 - a \beta_n} + \frac{\alpha_n + \alpha_n'}{1 - a \alpha_n}\right] + \alpha \epsilon \left[\frac{(\gamma_n + \gamma_n')}{1 - a \gamma_n} + \frac{(\beta_n + \beta_n')}{1 - a \beta_n} + \frac{\alpha_n + \alpha_n'}{1 - a \alpha_n}\right]
\]

\[
\leq \left(1 - \alpha_n (1 - a) - \alpha_n' (1 - a)\right) [2 \phi(d(S_{zn}, T_{zn})) + 2 \phi(d(S_{yn}, T_{yn})) + \phi(d(S_{n+1}, T_{n+1}))]
\]

\[
+ \phi(d(S_{wn}, S_{1n})) + 3 (\epsilon + \alpha \epsilon) \tag{4.5}
\]
Let \( r_n = \alpha_n(1 - a) - \alpha_n'(1 - a) \),
\[
t_n = \frac{[2q(d(Sz_n, Tz_n)) + 2q(d(Sy_n, Ty_n)) + q(d(Sx_{n+1}, Tx_{n+1})) + q(d(Sx_n, Tx_n)) + 3[(e + a\epsilon_1)]}{(1 - a)^2}.
\]
Then using continuity of \( q \) together with \( \lim_{n \to \infty} ||Sx_{n+1} - Tx_{n+1}|| = 0, \lim_{n \to \infty} ||Sy_n - Ty_n|| = 0, \lim_{n \to \infty} ||Sx_n - Tx_n|| = 0, \lim_{n \to \infty} ||Sz_n - Tz_n|| = 0 \) and applying Lemma 1.13 to (4.5) yields
\[
d(p, p^*) \leq \frac{3(e + a\epsilon_1)}{(1 - a)^2}.
\]

**Remark 4.2.** Since Jungck implicit Mann (1.15), Jungck implicit Ishikawa (1.14) and Jungck implicit Noor (1.13) iterative schemes are special cases of the new Jungck-type implicit iterative scheme (1.11), the data dependence results similar to Theorem 4.1 also hold for Jungck implicit Mann (1.15), Jungck implicit Ishikawa (1.14) and Jungck implicit Noor (1.13) iterative schemes.

**Remark 4.3.** As implicit Noor iterative scheme [8] is a special case of new Jungck implicit iterative scheme (1.11), data dependence result of implicit Noor iterative scheme [8, Theorem 15] can be obtained as a corollary.

5. Applications

In this section, we apply the newly introduced Jungck-type implicit iterative scheme to find the solution of a quadratic equation and show that the new iterative scheme converges faster to the solution of a given quadratic equation as compared to other iterative schemes mentioned in this paper.

Given an equation of one variable, \( f(x) = 0 \), we use fixed point iterative scheme as follows:

1. Convert the equation to the form \( S(x) = T(x) \), with \( T(Y) \subseteq S(Y) \) where \( S, T : Y \to X \) are differentiable functions such that derivative \( (T) \leq a \) (derivative (S)), \( a < 1 \).

2. Start with an initial guess \( x_0 = r \), where \( r \) is the actual solution (root) of the equation.

3. Iterate, using \( Sx_{n+1} = Tx_n \) for \( n = 0, 1, 2, \ldots \).

4. The iterative scheme \( \{x_{n+1}\} \) will converge to the common fixed point of \( S \) and \( T \) (the solution of equation) when \( Y = X \), otherwise \( \{x_{n+1}\} \) will converge to the point of coincidence of \( S \) and \( T \). In the second case, using \( Sx \) or \( Tx \), we find coincidence point which will be the desired solution.

By applying above procedure, we find the solution of the quadratic equation \( x^2 - 2x - 3 = 0 \).

Let \( S, T : [0, 3] \to [0, 9] \) be defined by \( Sx = x^2, T(x) = 2x + 3 \). Obviously, \( T[0, 3] \subseteq S[0, 3] \). Then for the new Jungck-type implicit iterative scheme (1.11), we have
\[
x_{n+1} = (\alpha_n \pm \sqrt{\alpha_n^2 + (1 - \alpha_n)x_n^2 + 3\alpha_n})
\times (\beta_n \pm \sqrt{\beta_n^2 + (1 - \beta_n - \beta_n')y_n^2(3\beta_n + 6\beta_n'y_n + 3\beta_n')})
\times (\gamma_n \pm \sqrt{\gamma_n^2 + (1 - \gamma_n - \gamma_n')y_n^2(3\gamma_n + 6\gamma_n'y_n + 3\gamma_n')})
\]
Making same calculations as above for all other iterative schemes and taking \( \alpha_n = \alpha_n' = \beta_n = \beta_n' = \gamma_n = \gamma_n' = \frac{1}{\sqrt{n+1}} \) and initial approximation \( x_0 = 2.9 \), with the help computer programs in C++, we obtain the following table:
From the above table, we conclude that newly introduced Jungck implicit type iterative scheme converges to the point of coincidence 9 of S and T, then to find solution of the given equation use $Sx = x^2$ to get $x = 3$ (coincidence point of S and T). Also new iterative scheme converges faster as compared to other implicit as well as explicit iterative schemes and hence has good potential for further applications.
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