A LATTICE BOLTZMANN COUPLED TO FINITE VOLUMES METHOD FOR SOLVING PHASE CHANGE PROBLEMS

by

Mohammed El GANAOUI and El Alami SEMMA

Original scientific paper
UDC: 536.242:517.95
BIBLID: 0354-9836, 13 (2009), 2, 205-216
DOI: 10.2298/TSCI090205E

A numerical scheme coupling lattice Boltzmann and finite volumes approaches has been developed and qualified for test cases of phase change problems. In this work, the coupled partial differential equations of momentum conservation equations are solved with a non uniform lattice Boltzmann method. The energy equation is discretized by using a finite volume method. Simulations show the ability of this developed hybrid method to model the effects of convection, and to predict transfers. Benchmarking is operated both for conductive and convective situation dominating solid/liquid transition. Comparisons are achieved with respect to available analytical solutions and experimental results.
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Introduction

Computational fluid dynamics (CFD) simulations of flows and transfers are generally based on space and temporal discretization of differential equations describing macroscopic state, i.e., solving continuum mechanics formulation for the conservation equations. However, their solutions can be very difficult when considering complex geometries and moving boundaries and/or with multi-physics state. This justifies the development of new routes of simulations such as lattice Boltzmann (LB) approaches. These methods are in progress and become a serious alternative to traditional CFD methods [1-4]. LB methods are especially well suited to simulate flows in complex geometries, and they are straightforwardly implemented on parallel machines [5-6]. The main goal of these methods is being to model the fluid flow at the microscopic level in term of local interactions between particles. Several advantages are listed for these methods. For instance, the method should be easier and allows an intuitive treatment of particular conditions like presence of obstacles [7]. However, classical methods still exhibiting indubitable advantages and the coupling with new approaches become an interesting way to be innovative for solving stiff problems.

The purpose of this paper is to develop an efficient and accurate numerical methodology to deal with solid/liquid phase change problems generally treated by using a combination of adequate partial differential equations formulation (multidomains, enthalpy, ...) and classical discretisation (finite volumes, finite elements, ...) [8]. The present scheme will take advantage both from the LB method and finite volume (FV) ones. A control volume numerical method based on high-order schemes will be used for energy equation. The LB method based on distribution functions is used to simulate fluid flows. The evolution equations for these distributions are de-
rived from the continuous Boltzmann equation with appropriate approximations for incompressible flows. The performance of the method (coupling LB to FV) is then examined for the restricted configuration to fluid flow followed by a comparison with the experimental results of Gau et al. [9] on the morphology and positions of the solid/liquid interface (this is a very popular test case for classical methods).

Models and solution methods

The solution based on continuum medium formulation

Classically, the balance equations are derived from continuum media theory to describe transfers of mass, momentum, and energy (and eventually species). Theses governing equations for natural convection with phase change can be written as:

\[ \nabla \cdot \bar{u} = 0 \]  
(1)

\[ \frac{\partial \bar{u}}{\partial t} + (\bar{u} \cdot \nabla) \bar{u} = -\nabla P + \text{Pr} \nabla^2 \bar{u} - \text{Ra} T \]  
(2)

\[ \frac{\partial T}{\partial t} + \bar{u} \cdot (\nabla T) = \nabla^2 T - \frac{1}{\text{Ste}} \frac{\partial \phi}{\partial t} \]  
(3)

where \( \bar{u} \) is the velocity vector, \( T \) – the temperature, \( P \) – the pressure, and \( \phi \) – the liquid fraction.

The grouping \( \text{Pr} \), \( \text{Ra} \), and \( \text{Ste} \) refers to Prandtl, Rayleigh, and Stefan numbers, respectively, which are non-dimensional numbers based on physical properties and commonly used in CFD:

\[ \text{Pr} = \frac{v}{\alpha}, \quad \text{Ra} = \frac{g \beta \Delta T H^3}{\nu \alpha}, \quad \text{Ste} = \frac{C_p \Delta T}{L_t} \]  
(4)

where \( v \) and \( \alpha \) are the kinetic viscosity and the thermal diffusivity, respectively.

With assuming constant properties (\( v, \alpha \)) and Boussinesq approximation for density \( \rho \):

\[ \rho = \rho_0 \left[ 1 - \beta(T - T_0) \right], \]  
where \( \rho_0 \) and \( T_0 \) are the reference values of density and temperature, respectively, and \( \beta \) is the coefficient of thermal expansion.

Such conservative system of equation is completed by initial and boundary conditions (specified here for each application). Generally it is discretized by classical methods as finite differences, finite elements, or FV. In the following the FV is used for scalar equation (eq. 3) because the task of the present work is LB and FV coupling. LB method will be used for solving eqs. 1 and 2.

The LB method provides another way for solving the dynamic field. LB methods are a class of mesoscopic particle based approaches to simulate fluid flows. Historically, the LB approach is developed from lattice gases, although it can also be derived directly from the simplified Boltzmann BGK (Bhatangar-Gross-Krook) equation. In lattice gases, the particles jump from one lattice node to the next, according to their (discrete) velocity. This is called the propagation phase. Then, the particles collide and get a new velocity, the collision phase. Hence the simulation proceeds in an alternation between particle propagations and collisions. The two phases can be clearly distinguished.

The dynamic solution based on LB procedure

The LB method employed in this study uses a square lattice (Frisch-Hasslacher-Pomeau model) (fig. 1) [10], the main equation is:
where \( f_i \) is the particle distribution function defined for the finite set of discrete particle velocity vectors \( \vec{c}_i \). The collision term \( \Omega_i \) on the right hand side of eq. (5) uses the BGK approximation \([11]\). The essence of this approximation for LB method is that the collision term \( \Omega_i \) will be replaced by the well-known single time relaxation approach:

\[
\Omega_i = -\frac{f_i - f_i^{eq}}{\tau} + F_i
\]

where \( \tau \) is the relaxation time and \( f_i^{eq} \) is the local equilibrium distribution function that has an appropriately prescribed functional dependence on the local hydrodynamic properties.

\( F_i \) represents the external force fields that give rise to a body force. This force term is self-consistently generated by the neighbouring distribution functions around each lattice site and doesn’t violate either the local mass conservation or the global momentum conservation. The total imposed body force is given by:

\[
\sum_{i} \vec{c}_i F_i = \vec{F} = \rho \vec{G}
\]

where \( \vec{G} \) is the buoyancy source term which can be described as:

\[
\vec{G} = \bar{g} \beta (T - T_{ref})
\]

This relation is consistent with the Boussinesq approximation. \( \bar{g} \) represents the gravity acceleration, \( \beta \) is the volumetric thermal expansion coefficient, and \( T_{ref} \) – the reference temperature.

The present LB equation for dynamical system is completed by choosing the equilibrium distribution:

\[
f_i^{eq} = \omega_i \rho \left[ 1 + 3 \frac{\vec{c}_i \cdot \vec{u}}{c^2} + \frac{9}{2} \left( \frac{\vec{c}_i \cdot \vec{u}}{c^2} \right)^2 - \frac{3}{2} \frac{\vec{u} \cdot \vec{u}}{c^4} \right]
\]

where \( \omega_i \) are the weights that are given by the length of the velocity vector:

\[
\omega_0 = 0 \quad \text{and} \quad \omega_{2k} = \frac{1}{36}; \quad \omega_{2k+1} = \frac{1}{9} \quad \text{for} \quad k = 1, 2, ...
\]

The discrete velocities for D2Q9 lattice are defined as:

\[
\vec{c}_0 = (0,0) \quad \vec{c}_{2k+1} = c \left[ \cos k \frac{\pi}{2}, \sin k \frac{\pi}{2} \right] \quad \text{and} \quad \vec{c}_{2k} = \sqrt{2c} \left[ \cos(2k-1) \frac{\pi}{4}, \sin(2k-1) \frac{\pi}{4} \right]
\]

for \( k = 1, 2, ..., \) where \( c = \delta x / \delta t \) and \( \delta x \) and \( \delta t \) are the lattice space step and the lattice time step size, respectively. The macroscopic variables such as density and velocity in non-dimensional form are obtained as:

\[
\rho(\vec{x}, t) = \sum_i f_i(\vec{x}, t)
\]

\[
\rho \vec{u}(\vec{x}, t) = \sum_i \vec{c}_i f_i(\vec{x}, t)
\]
The Chapman-Enskog expansion for the density distribution function can recover the continuity and Navier-Stokes equations. The detailed derivation of this procedure is given by Hou et al. [12] and will not be shown here. The kinematic viscosity $\nu$ is given by:

$$\nu = \left( \tau_v - \frac{1}{2} \right) k^2 \quad (14)$$

As explained, the LB are generally exploited in a uniform grid, but it is well known in CFD that problems can exhibit areas of high gradients of solution. For instance, for high Rayleigh number, the thermal boundary layer is very thin. In order to capture the physical properties within the boundary layer, a higher density of grid points is needed.

**Implementation of LB method on non-uniform grid**

This can be carried out by the non-uniform grid using Taylor series expansion and least square based lattice Boltzmann method (TLLBM) [13]. When the TLLBM technique is applied to eq. (5), the final form is:

$$f_i(x, t + \delta t) = \sum_{k=1}^{M+1} a_{1k} \int_{k-1}^{k} \quad (15)$$

where $a_{1k}$ are the elements of the first row of the matrix $[A]$ defined as:

$$[A]\begin{bmatrix} \Delta x_A & \Delta y_A & \frac{(\Delta x_A)^2}{2} & \frac{(\Delta y_A)^2}{2} & \Delta x_A \Delta y_A \\ \Delta x_B & \Delta y_B & \frac{(\Delta x_B)^2}{2} & \frac{(\Delta y_B)^2}{2} & \Delta x_B \Delta y_B \\ - & - & 2 & 2 & - \\ - & - & - & - & - \\ - & - & - & - & - \\ 1 & \Delta x_M & \Delta y_M & \frac{(\Delta x_M)^2}{2} & \frac{(\Delta y_M)^2}{2} & \Delta x_M \Delta y_M \end{bmatrix}^\dagger[S]$$

(16)

where $\Delta x_M = x_M + c_i \delta t - x_p$, $\Delta y_M = y_M + c_i \delta t - y_p$, and

$$\frac{1}{\tau} f_i(\vec{x}, \vec{c}, t) + \frac{1}{\tau} f_i^{eq}(\vec{x}, \vec{c}, t) \quad (17)$$

**The temperature field by FV method**

The numerical approach used to solve the energy equation is based on a classical FV approximation [14]. Let consider a two-dimensional convection – diffusion equation for a general variable $\phi$ coupled to the continuity equation:

$$\frac{\partial \phi}{\partial t} + \nabla \cdot [F(\phi)] = f \quad (18)$$

in which $F(\phi) = \bar{\phi} - \gamma \nabla \phi$ is the advection-diffusion tensor with the convective part $F_c = \bar{\phi}$ and the diffusive part $F_d = \gamma \nabla \phi$. 

---
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Equation (18) gives the expression of the conservation of the variable $\varphi$ in an infinitesimal domain, it can be written in any sub-domain $V$ and for all time $t$ and $t'$ as:

$$\int_V \varphi(\vec{x}, t') \, d\vec{x} - \int_V \varphi(\vec{x}, t) \, d\vec{x} + \int_{\partial V} F \tau_V(\vec{x}) \, d\sigma(\vec{x}) \, d\vec{x} = \int_{\partial V} F(\vec{x}, t) \, d\vec{x}$$

(19)

where $\tau_V(\vec{x})$ is the normal vector to the boundary $V$ at point $\vec{x}$, outward to $V$.

In order to define a FV scheme, the time derivative is approximated by a finite difference scheme on an increasing sequence on time $(t_n)_{n \in \mathbb{N}}$ with $t_0 = 0$. The discrete unknowns at time $t_n = n \delta t$, are expected to be an approximation of $\varphi$ around the point $M_{ij}$ on the cell $V$ and noted $\varphi_{ij}^n$.

Equation (14) is integrated over each cell $V$ using the Gauss divergence theorem (fig. 2):

$$\int_V \left( \frac{\partial \varphi}{\partial t} \right)^n \, d\vec{x} + \int_{\partial V} F^n \tau_V \, d\sigma(\vec{x}) \, d\vec{x} = \int_{\partial V} f(\vec{x}, t_n) \, d\vec{x}$$

(20)

where $\left( \frac{\partial \varphi}{\partial t} \right)^n$ is given by the time scheme at the time step $t_n = n \delta t$ in the control volume $V$.

The next step of the method is the approximation of the convective part $F_C \tau_V$ and the diffusive part $F_D \tau_V$ of the projected flux $F \tau_V$ over the boundary $\partial V$ of each control volume.

The time integration is performed implicitly by using a three level Euler scheme, given a second order truncation error in time.

The diffusive part of the flux is discretized with a second order truncation error in space (if uniform mesh). Different discretizations for the convective fluxes are possible, central schemes apply a symmetric interpolation for $\varphi_{i+1/2}$: Upwind schemes apply a one side interpolation. Leonard [15-16] has introduced Quick and other schemes as a combination between the two kinds of interpolation. We have used the Quick scheme with a second order truncation in space. Verifications and validations are achieved and detailed in [25].

The good stability properties of the scheme have been exhibited for time-dependent Navier-Stokes equations for fluid flow and extended to phase change configuration exhibiting strong solid/liquid interactions.

**Phase change treatment**

As mentioned before, in a phase change system of a pure metal, three distinct regions will be present (fig. 3): a full solid zone (heat transfers), a full liquid zone (dynamic), and a solid-liquid interface region. In this study a mathematical model is developed to study the phase change problems and using any phase change material. Liquid phase is Newtonian and incompressible, the flow is laminar; it is further assumed that the third dimension of the cav-
An enthalpy formulation is used (eq. 3) by considering continuum media for thermal field [17-18]. The melting process takes place over a temperature range \( T_f \pm \varepsilon \) where \( \varepsilon \) is a small quantity (typically \( \varepsilon = 5\% \) of \( \Delta T \)). The basic idea of the enthalpy method is to separate the sensible and latent heat components in the vicinity of the solid-liquid interface (\( T_f - \varepsilon \leq T \leq T_f + \varepsilon \)). The latent heat component is expressed in term of the latent heat \( L_f \) and liquid fraction \( \phi \), which is defined as:

\[
\phi = \begin{cases} 
1 & \text{for } T > T_f + \varepsilon \\
0 & \text{for } T < T_f - \varepsilon \\
\frac{(T - T_f + \varepsilon)}{2\varepsilon} & \text{for } T_f - \varepsilon \leq T \leq T_f + \varepsilon 
\end{cases}
\]

(21)

Dynamically, the solid/liquid interface is treated like a boundary condition. In practice, the boundary conditions are given according to the macroscopic variables \( \bar{u} \) and \( \rho \). However, in the LB method, the real boundary conditions must be transformed into relations on the distribution functions at each lattice point of the boundaries. The choice of these relations can affect the accuracy and the stability of the method [1-2]. For the LB method, at the boundaries, the particle distribution functions \( f_i \) going inside the medium are unknown and are computed from the boundary conditions and \( f_i \) going outside the medium.

In the present study, the solid/liquid interface is treated like a curved solid boundary conditions (BC). For this kind of BC, several schemes were developed. We adopted the extrapolation proposed by Bao et al. [18]. In fig. 2, the curved interface is located between solid node and fluid node, with \( \Delta = \frac{x_f - x_w}{|x_f - x_b|} \) denoting the fraction of link of the fluid zone. The volume surrounding the lattice node \( x_b \) is not homogeneous and contains both the solid and liquid phases. The streaming step is treated differently by computing \( \tilde{f}_i(x_f, t) \) at boundary node \( x_b \), where \( \tilde{f}_i \) is the post-collision state of the distribution function. As it is proposed by Filippova et al. [19] and revised by Mei et al. [20], the following relations on the curved interface are used:

\[
\tilde{f}_i(x_b, t) = (1 - \chi) \tilde{f}_i(x_f, t) + \chi f_i^* (x_f, t)
\]

(22)

where \( \chi \) is the weighting factor.

To guarantee the mass conservation, \( f_i^* (x_b, t) \) is defined by:

\[
f_i^*(x_b, t) = \omega_i \rho(x_w, t) \left[ 1 + 3 \frac{\bar{u}_f \cdot \bar{u}_b f}{c^2} + \frac{9}{2} \frac{(e_i \cdot \bar{u}_f)^2}{c^4} - \frac{3}{2} \frac{\bar{u}_f \cdot \bar{u}_f}{c^4} \right]
\]

(23)

where \( \rho(x_w, t) \) is called the wall density; it is computed so as to ensure not loss of the mass at the solid boundary. \( u_{bf}, \chi, \) and \( \rho(x_w, t) \) are given by:

\[
\bar{u}_{bf} = \bar{u}_f - \frac{3}{2\Delta} \bar{u}_f \quad \text{and} \quad \chi = \frac{2\Delta - 1}{\tau + 1} \quad \text{for} \quad \Delta \geq \frac{1}{2}
\]

(24)

\[
\bar{u}_{bf} = \bar{u}_f \quad \text{and} \quad \chi = \frac{2\Delta - 1}{\tau - 2} \quad \text{for} \quad \Delta < \frac{1}{2}
\]

(25)

\( \rho(x_w, t) \) is calculated from the conservation mass relation:
The use of the present implementation of the mass conserving BC makes it possible precisely to take account of the convection interaction with the form and the progression of the solid-liquid interface (fig. 4). This technique returns the method of tracked interface dynamically possible in LB method.

**Benchmarking**

First, it is important to mention that the pure convective solution is in good agreement with the traditional exercise of a cavity differentially heated containing a fluid with air Prandtl (Pr = 0.71). The Rayleigh number is varied between Ra = 10³ and Ra = 10⁶. The numerical values are in good agreement with the reference results [21] (see tab. 1). The present method thus exhibits good aptitudes to simulate accurately thermoconvectives phenomena. The following work focuses on the phase change coupling.

In the case of phase change occurrence, the authors adopted a methodology of validation by considering first a classical phase change Stefan problem followed by a situation of phase change coupling conductive and convective transfers.

**Table 1. Results of the convection test in a differentially heated square cavity (present values – bold, de Vahl Davis results [21])**

<table>
<thead>
<tr>
<th>Ra</th>
<th>$u_{\text{max}}$</th>
<th>$v_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>3.699</td>
<td>3.650</td>
</tr>
<tr>
<td>$10^4$</td>
<td>3.697</td>
<td>3.649</td>
</tr>
<tr>
<td>$10^5$</td>
<td>19.620</td>
<td>19.617</td>
</tr>
<tr>
<td>$10^6$</td>
<td>16.213</td>
<td>16.178</td>
</tr>
<tr>
<td>$10^5$</td>
<td>68.68</td>
<td>68.59</td>
</tr>
<tr>
<td>$10^6$</td>
<td>34.817</td>
<td>34.73</td>
</tr>
</tbody>
</table>

**Benchmark 1: LBFVM vs. heat-balance integral method (HBIM) for Stefan problem**

This exercise aims to evaluate the ability of the method to treat the phase change problem in the condition of a pure diffusion. 1-D solidification systems (the called Neumann problem) is considered [22]. The geometry configuration and the boundary conditions are shown in fig. 5.

A liquid at a uniform temperature $T_H$ that is at or higher than the melting temperature $T_m$ of the solid phase is confined to a half-space $x > 0$. At time $t = 0$ the boundary surface at $x = 0$ is lowered to a temperature $T_L$ below $T_m$ and maintained at that temperature for times $t > 0$. As a result, solidification starts at the surface $x = 0$ and the solid-liquid interface moves in the positive x-direction.
An analytical solution of the location of the solidification interface in the semi-infinite domain is given by the relation:

\[ X(t) = 2\lambda \sqrt{\alpha t} \]  

(26)

where \( \alpha \) is the coefficient of heat diffusion and \( \lambda \) – a constant controlled by the following algebraic equation:

\[ \text{Ste} \frac{\lambda}{\sqrt{\pi}} = \lambda e^{e^{\lambda t}} \left[ \frac{1}{\text{erf}(\lambda)} + \frac{\theta_F}{\text{erfc}(\lambda)} \right]^{-1} \]  

(25)

Simulations were carried out in a rectangular cavity of aspect ratio 0.04 of the domain and a Stefan number of \( \text{Ste} = 0.5 \). Table 2 shows a good agreement between our work and HBIM simulation. Figure 6 shows a good agreement of the numerical results (LBFVM) with the analytical estimations for a value \( \lambda = 0.445 \). The error introduced by the consideration of a finite domain remains negligible for the positions of the interface not exceeding a maximum limit. This validation shows the capacity of the method to describe accurately the progression of the solid-liquid interface in a conductive mode.

<table>
<thead>
<tr>
<th>Ste</th>
<th>( \lambda_{\text{LBFVM}} )</th>
<th>( \lambda_{\text{HBIM}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.0706</td>
<td>0.0707</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2228</td>
<td>0.2232</td>
</tr>
<tr>
<td>1</td>
<td>0.6589</td>
<td>0.6600</td>
</tr>
<tr>
<td>10</td>
<td>1.2723</td>
<td>1.2903</td>
</tr>
<tr>
<td>100</td>
<td>1.7260</td>
<td>1.5991</td>
</tr>
</tbody>
</table>

Figure 6. Numerical and analytical melting front location for 1-D Stefan problem (Ste = 0.5)

Benchmark 2: solidification interacting with fluid flow

This exercise is devoted to the interaction of the convection with the solidification occurrence. A thermal shock held on the liquid surface (presenting an analytical solution in the conductive case, i.e. \( Ra = 0 \)). The domain presented in fig. 7 is a square cavity filled with a liquid phase (characterized by a Prandtl number \( Pr = 7.36 \)) and brought up to a dimensionless hot temperature \( (T_H = 0.33) \). Brutally, we applied a cold temperature \( (T_C = -0.67) \) at the edges. The dimensionless melting temperature is \( T_m = 0 \).

The semi-analytical of this problem, for \( Ra = 0 \), in a semi infinite region was obtained by Rathjen et al. [23]. The numerical results in the diffusive regime are in good agreement with
the analytical solution. The study of Rathjen et al. solution is extended here to convective regimes.

The set of eqs. (1)-(3) is solved for dimensionless numbers: $Ra = \frac{g\beta T H^3}{\nu \alpha \epsilon}$, $Ste = \frac{Cp \Delta T L_e}{L_f \epsilon}$, and $Pr = 7.36$. The domain consists of a rectangular cavity (fig. 7). The boundary and initial conditions are given as:

- **initial conditions**
  \[ \forall x \in \Omega = [0,1] \times [0,1], \quad T\big|_{t=0} = 1, \quad \vec{u}\big|_{t=0} = 0 \]

- **boundary conditions**
  \[ T\big|_{x=0} = 1, \quad \vec{u}\big|_{x=0} = 0 \]

Results presented here are gotten with $Nx \times Ny = 100 \times 100$ for and $200 \times 200$ for $Ra = 10^8$. More accurate results can be obtained through calculations with a finer mesh, but they require more computer CPU time and memory capacity. Therefore, a non-uniform mesh is adopted in order to save CPU time while maintaining accuracy. The grid points are distributed as small grid spacing near the left wall to obtain sufficient resolution of the boundary layers formed along the surfaces.

The phase change phenomenon (solidification) of the fluid was studied for various Rayleigh numbers. For $Ra \leq 10^6$, the convective motion intensity is very weak and do not affect the kinetics of the phase change. This is well illustrated in fig. 8. Indeed, because of the fluid flow developed in the melt zone, the maximum temperature falls rapidly, which is not the case for low $Ra$. This conclusion is valid for the evolution of the liquid fraction which tends quickly towards 0 for high $Ra$. The convective motion developed within the fluid zone improves heat transfer between the two phases and accelerate consequently the solidification process for high $Ra$.

Also the latent heat effect (Stefan number) on the convective cells is studied. This effect is simulated for the Rayleigh number value ($Ra = 10^8$). Figure 9 shows the velocity field progression and the behavior of the solid-liquid interface. For $Ste = 0.1$ and $Ste = 0.5$, the latent heat is very important, this delays the progression of the solid-liquid interface (fig. 10). This situation is in favor of the development and the intensification of the convective move-
ments and consequently, a significant effect on the progression and the form of the solid-liquid interface can be noted. This effect is less significant in the case of Ste = 1.

**Benchmark 3: melting interacting with fluid flow**

The experimental analysis of the melting of the gallium in a rectangular cavity from a vertical wall was initially proposed by Gau et al. [9]. A particular attention has been carried on the buoyancy-induced flow in the pure metal and its effect on the solid-liquid interface position and heat transfer conditions. This experience has been considered as a test case to qualify the mathematical formulations used for the numerical simulation of phase change problems since first numerical results of Brent et al. [24] using an enthalpy-porosity formulation FV solved at first order [9]. Semma et al. showed how the accuracy of the used scheme affects directly the multicellular flow occurrence [25]. The Gallium is contained in a two-dimensional rectangular cavity of height \( H \) and width \( L \) (fig. 11). The material is assumed to be initially in solid state at its melting temperature \( T_m = 28.3 \, ^\circ\text{C} \). The temperature at the bottom surface is increased suddenly to 38.0 \, ^\circ\text{C}, while the other walls are maintained in adiabatic state. At time \( t = 0 \), the temperature of the left vertical wall is raised impulsively to a prescribed temperature above the fusion point, \( T_w > T_m \).

The set of equations (1)-(3) is solved for dimensionless numbers corresponding to experimental data of Gau et al. [9]: \( Ra = g \beta \Delta T H^4 / \nu \alpha = 7 \times 10^5 \), \( Ste = C_p \Delta T L_f / L = 0.046 \). The domain consists on a rectangular cavity. The boundary and initial conditions are given as follows:

- **Initial conditions**
  \[
  \forall x \in \Omega = [0,1.43] \times [0,1], \quad T\big|_{t=0} = 1, \quad \bar{u}\big|_{t=0} = 0
  \]

- **Boundary conditions**
  \[
  \frac{\partial T}{\partial n}\big|_{x=A, y=0, y=1} = 0, \quad T\big|_{t=0} = 1, \quad \bar{u}\big|_{x\in\partial\Omega} = 0
  \]

Results presented here are gotten with \( Nx \times Ny = 201 \times 140 \). More accurate results can be obtained through calculations with a finer mesh, but they require more CPU time. Therefore, a non-uniform mesh is adopted in order to save CPU time while maintaining accuracy. The grid points are distributed as small grid spacing near the left wall to obtain sufficient resolution of the boundary layers formed along the surfaces.

The evolution of melting front is compared with those measured by Gau et al. [9] as shown in fig. 12. The interface position given by the present enthalpy model is in good agreement with the reference results. The initial temperature and the difficulty to maintain a constant
temperature on the heated wall can be a source of discrepancies between the predicted solid/liquid front and the experimental one.

The numerical results in terms of flow structures and solid-liquid interface position are in good agreement with reference results [26-28]. Indeed, at the beginning of fusion process, there is appearance of a one flow cell with low intensity for \( t < 20 \) s. Thereafter and with the progression of the interface and the increase of the Rayleigh number of the liquid zone, there is bifurcation towards a multi cellular structure. When the melt size increases with time, the number of flow cells decreases by merging of the two upper cells.

Conclusions

A methodology coupling lattice Boltzman and finite volume approaches is developed for modelling solid-liquid phase change problems.

Benchmarking have been operated for conductive and convective solution exhibiting analytical solution or experimental results and present numerical results are in good agreement with and show the ability of the high-order finite volume coupled to lattice Boltzmann method to solve stiff phase change problems.

One important extension is the possible use of such coupling to study complex configurations of crystal growth associating the efficiency of the finite volume approach for conservative laws and the flexibility of the lattice Boltzman approach for complex geometries.
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