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An experimental method was proposed to assess the natural and forced convective heat transfer coefficients on highly conductive bodies. Experiments were performed at air velocities of 0.0, 4.0, and 5.4 m/s, and comparisons were made between the current results and available literature. These experiments were extended to arbitrary-shape bodies. External flow conditions were maintained throughout. In the proposed method, in determination of the surface convective heat transfer coefficients, flow condition is immaterial, i.e., either laminar or turbulent. With the present method, it was aimed to acquire the local heat transfer coefficients on any arbitrary conductive shape. This method was intended to be implemented by the heat transfer engineer to identify the local heat transfer rates with local hot spots. Finally, after analyzing the proposed experimental results, appropriate decisions can be made to control the amount of the convective heat transfer off the surface. Limited mass transport was quantified on the cooled plate.
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Introduction

Convective heat transfer has been the subject of many researches. A brief summary of these studies is included here: mixed convection condition was theoretically analyzed on the vertical plate fin to demonstrate the effect of the conjugate convection-conduction parameter on the fin temperature distribution, local heat transfer coefficient, local heat flux, overall heat transfer rate, and fin efficiency [1]. It was shown that the near-wall porosity variation increased the rate of the heat transfer. A conductive fin was exploited numerically with different Richardson numbers [2]. Conjugate mixed convection was considered with governing equations on the other flat-plate fin geometry [3]. Under opposing and assisting mixed convection, mixed convection heat transfer coefficients were given on the vertical flat plate under constant heat flux condition [4]. Natural convection heat transfer coefficients were theoretically derived and next numerically solved for the horizontal, inclined, and vertical flat plates in which the wall temperature, $T_w$, and surface heat flux, $q_w$, varied with the axial co-ordinate $x$ [5]. There, the authors found that the local wall shear stress and the local surface heat transfer rate both increased with the inclination angle and Grashof number. Natural convection was theoretically studied on
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the infinitely long vertical channels and finite vertical channels and pipes through localized heat generation on the centerline and isothermal walls elsewhere [6]. In their work, optimum channel height and Rayleigh number limit issues were discussed. Heating and cooling effect on the buoyancy flow was theoretically studied on the 2-D stretched oblique vertical plate [7]. Authors stated that the mixed convection parameter affected the location of the zero skin-friction (zero shear stress) on the isothermal plate. In another modeling, a heat convection length, $\Delta L$, was introduced to replace the convective heat transfer coefficient average, $\overline{h}$, given in the literature for (a) the forced convection over the horizontal plate and (b) the free convection over the vertical plate [8]. In that work, it was aimed to give a representative $\overline{h}$ for the cases. Prandtl number range given previously of the natural convection over the arbitrary-shape 3-D bodies was extended to cover a wider range $0.71 \leq Pr \leq 2000$ [9]. Although $Pr = 0.71$ was included, the authors compared their equations extensively with the experimental results of the other researchers for $5.8 < Pr < 14$, $Pr = 6.0$, $Pr = 1800$, and $Pr = 2000$. Convection heat transfer regimes; natural convection, laminar forced convection, or mixed convection, were numerically studied on the heated moving vertical plate with uniform and non-uniform suction/injection at the surface [10]. Free convection problem was theoretically studied and later numerically solved on the axisymmetric and 2-D bodies of the arbitrary shape in a porous medium [11]. It was noted that the heat convection depended on the yield stress of the boundary. The 2-D natural convection problem was solved numerically on the vertical convergent channel having a convergence angle of $\theta$ [12]. Local Nusselt number and temperature distributions were given. External natural convection was theoretically studied on the 2-D bodies in a saturated porous medium under constant heat flux [13]. A diffusivity characteristic body length, $A^{1/2}$, was introduced on Reynolds and Nusselt numbers as the square root of the total surface area, $A$, with the characteristic body length, $L$, to semi-empirically study the laminar forced convection from spheroids [14]. Laminar natural convection heat transfer from the arbitrary geometries into the extensive stagnant fluid was modeled [15]. Turbulent free convection heat transfer from the arbitrary geometries to non-Newtonian power-law fluids was studied using the Nakayama-Koyama solution [16]. Their surface wall temperature was allowed to vary in an arbitrary fashion. Conjugated effect of the heat conduction and natural convection was modeled inside and around the arbitrary shape and solved with the NAPPLE algorithm and SIS solver [17].

It was observed from the outlined literature that when the materials (fins, for example) used in the heat transfer process were metallic, a theoretical solution (numerical or analytical) was given. It was pointed out by the current author that when the heat transfer surface was of a metallic material of high thermal diffusivity such as Al then experimental results correspondingly became unrealistic. That is to say, when the heat transfer boundaries are created with a highly conductive material, the experimental heat transfer analysis is more complex than a theoretical heat transfer analysis. It is concluded in this paper that the experimental natural and forced convective heat transfer coefficient values of a highly conductive medium are unrealistic. In the present study, an experimental local hot spot approach is presented on the highly conductive heat transfer surfaces. These experiments were extended to the arbitrary-shape bodies.

**Theme**

In the forced convection, $\text{Nu} = f(\text{Re}, Pr)$ where Nu is the Nusselt number, $\text{Nu} = (hx)/k$, based on the characteristic length, $x$, Re is the Reynolds number, $\text{Re} = (u_x x)/\nu$, of the flow, and Pr is the Prandtl number of the fluid, $Pr = \nu/\alpha$. Maintaining external flow conditions, if the surface over which a specific type of fluid flows is highly conductive, only theoretical expressions give realistic information on such geometries as horizontal flat plate or vertical flat plate with natural convection or
forced convection present. Investigating these geometries experimentally when the material is highly conductive is equally important, because it sets the basis for comparisons between the available theoretical expressions. In this paper, initially, the experimental results were compared with the expressions given in the literature extensively: free convection of the heated horizontal flat plate, forced convection of the heated horizontal flat plate, and free convection of the heated vertical flat plate. Then, the experimental results were presented on the arbitrary-shape bodies. The present experimental apparatus simulated the highly conductive surface and was an experimentally discretized surface.

The quantity assessment of the convective heat transfer from the arbitrary-shape bodies is important as it is hard to obtain the convective heat transfer coefficients on the arbitrary-shape bodies maintaining external flow conditions. This is because of the fact that for the arbitrary-shape bodies, it is a little bit of a complicated task to establish and acquire Nusselt number accurately. The reasons for this are those: (1) Velocity and thermal boundary layer developments are different from those identified on the flat plates. For example, the flow separation may take place on the arbitrary-shape bodies. (2) Turbulent flow condition may be present accompanied by the vortices on the arbitrary-shape body. These conditions can be investigated theoretically, i.e., either numerically or analytically. It is yet another alternative to investigate the convective heat transfer coefficients on the arbitrary-shape bodies experimentally. An experimental approach of this nature becomes informative, besides the theoretical studies, to map out the local natural and local forced convective heat transfer coefficients. With the acquired experimental convective heat transfer coefficients, focus can be shifted toward the spots on which the natural or forced convective heat transfer rates can be calculated.

**Highly conductive surface**

In order to prepare the experimental set-up, a substrate made of a play-dough type material was purchased and twelve plates 2 cm × 2 cm × 1 mm made of aluminum (EN – AW 1050, 99.5% Al [18]) were cut out. Surface condition of each plate was visually free from any major defects, therefore, each aluminum plate was accepted as identical and smooth surface. Electrical resistors with resistivity values of 1 Ω ±5% were attached (adhered) to the plates, fig. 1. The substrate dough material was decorated with plates each holding a resistor. Hence, a total number of twelve plates with twelve resistors were placed on the substrate material creating the highly conductive surface. The created highly conductive surface was a discretized surface. A total number of twelve plates were chosen here but this number can be made smaller or larger depending on the surface.

**Instrumentation**

An air fan with two levels of speed control was used in the experiments. Air velocities of $u_\infty = 4.0$ m/s and $u_\infty = 5.4$ m/s were measured with an anemometer (Model: DT-618, [19]) at the entrance of the first plate. The local natural and local forced convective heat transfer coefficients were assessed with the local hot spots created on the plates. A Type K thermocouple (PTFE insulated, exposed wire, [20]) was attached to each plate with the help of an adhesive tape. Figure 2 shows the horizontal flat plate created with twelve plates.
Single temperature readings were taken from each plate. The two data loggers of the same type, each with an eight-channel capacity, were attached to the personal computer (PC). Plate temperatures were simultaneously recorded by the data acquisition device (Type USB TC-08 Thermocouple Data logger; [21]). Figure 3 illustrates the experimental set-up.

It was observed from the preliminary results of the plate temperature measurements that irregular resistor and thermocouple placements on the plates were creating temperature non-uniformities on the measured values. To suppress this negative effect, the readings of the data loggers were calibrated with reference to the twelve-plate average temperature of 54.457 °C, with a standard deviation, \( \sigma = 2.7416 \) °C, of the horizontal flat plate with natural convection, \( u_\infty = 0 \) m/s. Figure 4 shows the calibration of the horizontal flat plate temperature measurements. Temperature measurements were calibrated in reference to a horizontal flat plate, \( u_\infty = 0 \) m/s, and twelve-plate average temperature in fig. 4.

Figure 4 was used to suppress the irregular thermocouple and resistor positioning effects. In the acquisition of the data, real time continuous sampling was used: at about every 16 ms, one temperature reading was taken until 100 seconds was reached after which acquisition was stopped. A proposed increase of the electrical resistance value, for example from 1-2.2 Ω, was to decrease the power generation on the plates, thereby, to decrease the plate temperatures. Figure 4 indicated in this paper that an experimental solution was not possible on highly-conductivity surfaces. The experiment on fig. 4 was repeated several times with the re-attachments of thermocouples and resistors to different aluminum plates. The results were, however, of non-uniform form as was shown here.

Results

The thermal conductivity value of the aluminum plates, \( k_{Al} \), was measured across 2 cm × 2 cm × 1 mm plates. A value of \( k_{Al} = 189.2 \) W/mK was calculated from the relation
\[ k_{Al} = \frac{(q \Delta t)}{A_L (T_{s,1} - T_{s,2})} \]

where \( T_{s,1} \) and \( T_{s,2} \) are, respectively, the local surface temperatures on the high temperature and low temperature sides (\( T_{s,1} = 49.77 \) and \( T_{s,2} = 49.08 ^\circ C \)), \( I = 0.59 \) A, \( \Delta t = 10^{-3} \) m, and \( A_l = 0.0133 \times 10^{-4} \) m\(^2\) (resistor’s estimated contact surface area). The value \( k_{AI} = 189.2 \) W/mK calculated was lower than the value \( k_{Al} = 237.0 \) W/mK listed for pure aluminum in the literature. As it can be deduced from the Biot number definition, 
\[ Bi = \frac{h \Delta t}{k_{Al}}, \]
when \( Bi < 0.1 \) each plate can be taken as having a uniform temperature throughout with \( h \) defined as the average convective heat transfer coefficient on the surface. Due to the high value of \( k_{Al} \), a thin plate, \( \Delta t = 10^{-3} \) m, and a low value of \( h \) (\( h = 19.776 \) W/m\(^2\)K), \( T_{s,2} \) can be taken as \( T_{s,2} \cong T_{s,1} \). The heat equation, or \( \alpha (d^2T/dx^2) = 0 \), yields a free-surface temperature of \( 49.31 ^\circ C \) for a measured surface temperature of \( 50.0 ^\circ C \) on the thermocouple side. The boundary conditions are the conjugate convective and radiative heat transfer from each aluminum plate surface. In fact, heat was transferred from both the surfaces of the aluminum plates. Yet, the convection (forced or natural) was effective from the open surfaces of the aluminum plates.

**Horizontal flat plate: forced convection**

In the case of the constant heat flux, \( q = constant, Nu = 0.453(Re)^{1/2}(Pr)^{1/3} \) is given for the laminar flow (\( Pr \approx 0.6 \)) [22]. Average convective heat transfer coefficients of the plates were calculated with \( Nu \) from:
\[ \overline{h} = \frac{1}{L_p} \int_{x_1}^{x_2} k_L Nu, dx \]

where \( k_L [\text{Wm}^{-1}\text{K}^{-1}] \) is the temperature-dependent thermal conductivity of air, \( x_1 [\text{m}] \) – the starting point \( x \) co-ordinate of a plate along the flow direction, \( x_2 [\text{m}] \) – the end point \( x \) co-ordinate of a plate along the flow direction, and \( L_p \) is the length of the plate, \( L_p = 2 \) cm. In addition to this convective heat transfer, there will also be a surface radiation from the plates into the surroundings. Plate surface emissivity, \( \varepsilon \), values were not immediately available however. Thus, the results were given for \( \varepsilon = 4.5\% \) [23]. Figure 5 compares the present empirical results with those given in the literature.

A high value for \( \alpha \) of the aluminum (\( \alpha = 97.1 \times 10^{-6} \) m\(^2\)/s at \( 27 ^\circ C \) [23]) means a very effective heat diffusion over the plate surfaces. Those high experimental values observed in fig. 5 are due to the high value of the aluminum making the plate temperatures approach to the ambient temperature of \( T_{\infty} = 27.0775 ^\circ C \) quite effectively. Air-flow discontinuities were taken into consideration in the calculated \( \overline{h} \) values through temperature measurements. High \( \alpha \) value of the aluminum causes the temperature measurements to be uncorrelated. This in turn makes the \( \overline{h} \)

![Figure 5. Forced convective heat transfer coefficients on the horizontal flat plate; literature and present empirical results compared with present empirical results \( \varepsilon = 0\% \)](image)
values uncorrelated. Although the temperature results of fig. 4 were calibrated, the measured temperature sensitivity of the results was apparent in fig. 5. The experimental results were not reliable on highly conductive surfaces.

Extent of mass transfer was assessed: At a relative humidity of 30% and a room temperature of 27.0775 °C, below about 7.8 °C chilling will be identified on the plate surfaces. Given a diffusivity coefficient of $2.6 \times 10^{-5}$ m$^2$/s at 1 atm and 298 K between water and air and $h = 15.576$ W/m$^2$K (an average value for the natural convection heat transfer coefficient over the horizontal flat plate with $\varepsilon = 4.5\%$), the amount of the mass transfer from the wet plate surface into the air was calculated. These results were given in fig. 6.

**Horizontal flat plate: free convection**

The plate temperatures as read out from the data loggers were shown in fig. 4. These temperature readings were calibrated against the twelve-plate average temperature. A correlation regarding the free convection coefficient on a horizontal flat plate is available in the literature [23]: $\text{Nu}_{lc} = 0.54\text{Ra}_{lc}^{1/4}$, ($10^4 \leq \text{Ra}_{lc} \leq 10^7$, $\text{Pr} \geq 0.7$) where $L_c$ is the characteristic length, $L_c = A/P$, with $A$ [m$^2$], and $P$ [m], respectively, representing the single-sided surface area and perimeter of the twelve plates. Rayleigh number is defined as $\text{Ra}_{lc} = \text{Gr}_{lc}/\text{Pr} = g\beta(T_s - T_\infty)L_c^3/(\nu \alpha)$ where $g$ [ms$^{-2}$] is the gravitational acceleration, $\beta$ [K$^{-1}$] – the thermal expansion coefficient of air, $T_s$ [K] – the surface temperature, $T_\infty$ [K] – the ambient air temperature, $\nu$ [m$^2$ s$^{-1}$] – the kinematic viscosity of air, and $\alpha$ [m$^2$ s$^{-1}$] – the thermal diffusivity of air. It was found that calculation of $\text{Nu}_{lc}$ with only one single plate having a surface area of $4 \times 10^{-4}$ m$^2$ produced a small $\text{Ra}_{lc}$ ($\text{Ra}_{lc} = 127.0$) which was not able to reach the recommended correlation interval for $\text{Ra}_{lc}$. Even with all the twelve plates put side-by-side ($A = 48 \times 10^{-4}$ m$^2$) it was found that $\text{Ra}_{lc} \approx 3693$, which still would not let the available $\text{Nu}_{lc}$ expression be used. It was calculated that a flat plate surface arrangement with a total surface area of at least ($A = 80 \times 10^{-4}$ m$^2$), that is, four rows of plates each with five plates, would be required for the $\text{Nu}_{lc}$ expression to be applicable ($\text{Ra} = 11131$).

**Vertical flat plate: free convection**

A correlation regarding the free convection coefficients of the vertical flat plates is given [23]: $\text{Nu}_{lc} = 0.68 + 0.670\text{Ra}_{lc}^{1/4}[1 + (0.492/\text{Pr}^{0.10})^{4/9}]$, $\text{Ra}_c \leq 10^5$. It is recommended [23] that in this $\text{Nu}_{lc}$ expression, $\Delta T_{c2} = T_c(L/2) - T_c$ be used, that is, the temperature difference appearing in $\text{Ra}_c$ expression is to be calculated at the midpoint of the flat plate geometry. In present arrangement, $L/2 = 0.12$ m and $T_c(L/2)$, $\varepsilon = 0\%$, corresponded to the average of the empirical plate temperature measurements of the sixth and seventh plates, which was $T_c(L/2) = 62.0798$ °C. Using this empirical value and applying a trial-and-error approach with $\bar{h} = q/(A\Delta T_{c2})$, it was found $\Delta T_{c2} = 79.3724$ °C, $\bar{h} = 5.472$ W/m$^2$K, and $\text{Ra}_c = 5.777 \times 10^7$ for the literature values of the vertical flat plate. In other words, the literature values gave $T_c(L/2) = 106.45$ °C and $\bar{h} = 5.472$ W/m$^2$K and the present empirical values gave $T_c(L/2) = 62.0798$ °C, $\bar{h} = 13.761$ W/m$^2$K. The literature and current empirical values presented
absolute differences of about 44.370 °C \([T_s(L/2)]\) and 7.966 W/m²K \([T_s(L/2)]\) for the vertical plate.

Because the present results were given experimentally for the constant surface temperatures of the plates, Nusselt number change vs. Rayleigh number was not possible with the surface temperature. This was the case for the natural convection over the horizontal or vertical flat plates.

**Arbitrary-shape body: forced convection**

Figure 7 illustrates the arbitrary-shape body experimented. Plate numbers are as in the arrangement of fig. 2.

Table 1 lists the end point co-ordinates of the plates creating the arbitrary-shape body. The empirical local convective heat transfer coefficients were included in fig. 8.

<table>
<thead>
<tr>
<th>Plate #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>x [cm]</td>
<td>2.0</td>
<td>4.4</td>
<td>7.0</td>
<td>9.4</td>
<td>11.4</td>
<td>14.0</td>
<td>16.5</td>
<td>18.6</td>
<td>21.0</td>
<td>23.4</td>
<td>24.8</td>
<td>26.9</td>
</tr>
<tr>
<td>y [cm]</td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>2.4</td>
<td>3.0</td>
<td>3.4</td>
<td>2.4</td>
<td>0.9</td>
<td>0.4</td>
<td>1.3</td>
<td>3.3</td>
<td>4.3</td>
</tr>
</tbody>
</table>

As the cooling intensified (that is, as \(u_\infty = 4.0\) m/s increased to \(u_\infty = 5.4\) m/s), the plate temperatures leaned to approach the true ambient temperature, \(T_\infty = 27.0775\) °C, which rendered the calculated \(h\) values large. Neglecting the radiation altogether, \(\varepsilon = 0\)%, resulted in an increase on the \(\bar{h}\) values in fig. 8. Further increasing the radiation, \(\varepsilon = 90\)%, resulted in a decrease on the \(\bar{h}\) values.

**Experimental uncertainty**

The accuracy of the empirical \(\bar{h}\) values was dependent on the accuracies of the plate and ambient temperature measurements: A differential in the form \(df = \pm \left[\sum_{i=1}^{n} C_i \cdot \delta T_i \cdot \partial f/\partial T_i \right]^{1/2}\) was given [24] where \(f = \bar{h} = (q - \varepsilon A \sigma \cdot (T_s^4 - T_\infty^4))/\left[A(T_s - T_\infty)\right]\). The overall accuracy of the temperature measurements including the accuracies of the data logger, \(dT_{\text{dl}} = \pm 0.2\%T \pm 0.5\) °C, and that of the thermocouples (\(dT_{\text{th}} = \pm 3.0\%T\), an estimate) was calculated from \(dT = [\pm (0.2\%T \pm 0.5\) °C] + (\pm 3.0\%T)\]². This procedure produced experimental uncertainties, \(d\bar{h}\), that were larger than the size of the \(\bar{h}\) values. Figures 9 and 10 show the empirical uncertainties based on the calculated \(\bar{h}\) values of fig. 8.

It was found that the reliability of the present experimental results was dependent on the individual accuracies of the thermocouple and the data loggers. Even a hundred times improvement on their accuracies (\(dT_{\text{dl}} = \pm 0.002\%T \pm 0.5\) °C) and (\(dT_{\text{th}} = \pm 0.03\%T\) still resulted in comparatively large \(d\bar{h}\) values. This was depicted in fig. 10.
Figures 9 and 10 reflect the effect of plates position on the convective heat transfer coefficients. Uncertainty is large signifying the measured temperature sensitivity of the convective heat transfer coefficients.

Conclusions

Experiments were performed to determine the local natural and local forced convective heat transfer coefficients over the flat and arbitrary-shape bodies. The flat surfaces and arbitrary-shape bodies were made of a highly conductive material. Local forced convective heat transfer coefficients were determined with the presence of air blowing over the plates. Air-flow and buoyancy characteristics were incorporated in the present results via temperature measurements which meant the velocity and thermal boundary layer developments over the plates. After taking into account the irregular positioning of the thermocouples and electrical resistors at the plate surfaces, the acquired convective heat transfer coefficients were found to be uncorrelated. In this paper, an important point was identified which was the fact that aluminum material was an effective heat dissipater. As a result of this, cooling of the plates toward the vicinity of the ambient temperature gave large convective heat transfer coefficients. Thus, accurate convective heat transfer coefficients on the highly conductive structures were not possible experimentally.

Effective cooling was found possible with a conductive surface. A conductive surface with a high thermal diffusivity value was an effective cooler. The other highly conductive materials, for example, Cu, Ag, or Au might show same characteristics as a result of their high thermal diffusivity values. Natural or forced convective heat transfer coefficients on the non-conductive flat surfaces or arbitrary shapes were not intended here. Utilizing the current approach, an arbitrary-shape body with a high thermal diffusivity value can be tested. However, it is difficult to compare the natural or forced convective heat transfer coefficients in a realistic manner.

Nomenclature

\[ A \quad \text{– surface area, [m}^2]\]

\[ Bi \quad \text{– Biot number, \([= (h\Delta T/k)]\), [-]}\]

\[ g \quad \text{– gravitational acceleration, [ms}^{-2}\] \]

\[ Gr \quad \text{– Grashof number, \([= g\beta(T_s - T_{\infty})L^3/\nu^2]\), [-]}\]

\[ h \quad \text{– convective heat transfer coefficient, [Wm}^{-2K}^{-1}\] \]

\[ I \quad \text{– current, [A]}\]

\[ k \quad \text{– thermal conductivity, [Wm}^{-1K}^{-1}\] \]

\[ L \quad \text{– length, [m]}\]

\[ Nu \quad \text{– Nusselt number, \([= (hL)/k]\), [-]}\]

\[ P \quad \text{– perimeter, [m]}\]

\[ Pr \quad \text{– Prandtl number, \([= \nu/\alpha]\)]\]
q – power, [W]
R – resistance, [Ω]
Ra – Rayleigh number, [= gβ(Ts – T∞)Lc3/να], [-]
Re – Reynolds number, [= (u∞x)/ν], [-]
T – temperature, [K]
t – thickness, [m]
u∞ – air velocity, [ms⁻¹]
x – axial co-ordinate [cm]
y – axial co-ordinate [cm]

Greek symbols
α – thermal diffusivity, [m²s⁻¹]
β – thermal expansion coefficient, [K⁻¹]
Δ – finite, [-]
ε – emissivity, [%]
ν – kinematic viscosity, [m²s⁻¹]
σ – standard deviation, [°C]

Subscript
air – air
Al – aluminum
c – characteristic, central
dl – data logger
l – contact
p – plate
s – surface
th – thermocouple
w – wall
1 – start point
2 – end point
∞ – free stream
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