A Novel Robust Adaptive Control Algorithm and Application to DTC-SVM of AC Drives
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Abstract: In this paper a new robust adaptive control algorithm for AC machine is presented. The main feature of this algorithm is that minimum synthesis is required to implement the strategy. The MCS algorithm is a significant development of MRAC and is similarly based on the hyperstability theory of Popov. The hyperstability theory guarantees the global asymptotic stability of the error vector (i.e. the difference between the reference model and system states). Finally, a new approach has been successfully implemented to DTC-SVM. Discussion on theoretical aspects, such as, selection of a reference model, stability analysis, gain adaptive and steady state error are included. Results of simulations are also presented.
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1 Introduction

The industrial application areas of the direct torque control (DTC) scheme have been increased due to several factors such as quick torque response and robustness against the motor parameter variations [1, 2]. The conventional DTC algorithm using the hysteresis based voltage switching method has relative merits of simple structure and easy implementation.

The performance of such a scheme depends on the error band set between the desired and measured torque and stator flux values. In addition, in this control scheme, the inverter switching frequency is changed according to the hysteresis bandwidth of flux and torque controllers and the variation of speed and motor parameters. Superior motor performance is achieved by narrower hysteresis bands especially in the high speed region.

However, these bands cannot be set too small for the protection of the inverter power switching devices. As a result, this approach will not be suitable for high power drives such as those used in tractions, as they require good torque control performance at considerably lower frequency [3-5]. For such

¹Department of Electrical Engineering, University of Batna, 05000, Algeria; E-mail: belkacem_sebti@yahoo.fr
²LEB, Department of Electrical Engineering, University of Batna, 05000, Algeria
high power industrial applications, if in the DTC, the hysteresis bands of the controllers become relatively wide, with the low inverter switching frequency, the resulting motor torque pulsations are high up to an undesired level.

To overcome the above problems, so far a few researchers have presented, the DTC scheme using the space vector modulation (SVM) techniques [6-10]. In [7] a control method has been discussed that allows constant switching frequency operation and uses two PI controller in order to generate the inverter reference voltage in the IM stator flux reference frame. In that control scheme, a PI speed controller is also used to obtain the torque reference signal.

The control scheme in [7] is not robust to parameters uncertainty, especially to the stator resistance variations. In addition, it requires an on-line transformation the machine variables from a stationary reference frame to the stator flux reference frame and vice-versa.

To control the speed of an induction motor driven by the DTC-SVM. The Proportional-Integral controller is always the preferred choice as highlighted by [11]. This is because the implementation of the PI controller requires minimal information about the motor, where the controller gains are tuning until a satisfactory response is obtained [12,13].

As, the induction motor is naturally a non-linear system and is subjected to parameter variations, external disturbances, and non-linear loads, PI controller may not give satisfactory performance when subjected to these conditions as shown by [14,15]. This has prompted the development of a more robust adaptive controller for AC motor drives. Much effort has been devoted to developing robust adaptive control for AC motor drives. As consequence, a number of robust adaptive control methods have been developed and good robustness results have been obtained. Lorenz and Lawson have proposed a MRAC as a solution to the problem of on-line tuning of the field oriented induction machine drive [16]. By using a Proportional-Integral controller in a feedback to modulate the slip constant, the error between the desired torque and the calculated torque is null and the system actively pursues field oriented. Like the other methods, machine inductance ratios must be known or estimated. However MRAC, requires the knowledge of the nominal plant characteristics and FOC requires that the motor parameters to be known in its implementation [17, 18]. Hence, laborious commissioning process has to be carried out prior to running the motor. [19] suggested a simpler approach by replacing the MRAC with the Minimum Controller Synthesis (MCS) algorithm [20-23]. MCS is a significant extension to model reference adaptive control (MRAC). In a similar manner to MRAC, the aim of MCS is to achieve excellent closed-loop control despite the presence of system parameter variations, external disturbances, dynamic coupling within the system and system non-linearity.
However, unlike MRAC, MCS requires no system model identification (apart from the general structure of a state-space equation) or linear controller synthesis.

The objective of this paper, first to solve the problems of torque ripple and inconstant switch frequency of inverter in the conventional direct torque control, a new DTC-SVM method for a speed control of AC motor drive is proposed, second, to control the speed of AC motor driven by DTC-SVM using MCS algorithm. In order to preserve the system robustness with respect to load disturbance variations and uncertainties. Induction motor drive simulation model with DTC-SVM is created and studied using MATLAB. Simulation results demonstrate the feasibility and validity of the proposed DTC system by effectively accelerating system response, reducing torque and flux ripple and a very satisfactory performance has been achieved.

2  DTC Space Vector Modulation (DTC-SVM)

The block scheme of the investigated direct torque control with space vector modulation (DTC-SVM) for a voltage source inverter fed IM is presented in Fig. 1.

![Block diagram of DTC-SVM](image)

**Fig. 1** – a) *Induction motor drive system control*; b) *PI predictive controller*.

The fluctuation of the IM torque has a closed relationship to the deviation from an ideal rotation stator flux vector $\Phi_{s,ref}$ which has a constant rotational speed and a constant length. The difference between $\Phi_{s,ref}$ and $\Phi_s$, which is
generated in three-phase PWM inverter, cause torque pulsation. In this case, the tip of the vector goes along a polygon close to a circle as shown in Fig. 2. The relationship between torque pulsation $\Delta T_e$ and the deviation of $\Phi_s$ from $\Phi_{s,\text{ref}}$ has been deduced as:

$$\frac{\Delta T_e}{T_{\text{e,ref}}} = k_s \frac{|\Delta \Phi_s|}{|\Phi_{s,\text{ref}}|} + k_s \Delta \delta,$$

where $T_{\text{e,ref}}$ is the steady state torque $\Delta \Phi_s$ and $\Delta \delta$ are respectively the deviations from $|\Phi_s|$ and $\delta$ which are defined by:

$$\Delta \Phi_s = |\Phi_{s,\text{ref}}| - |\Phi_s|,$$

$$\Delta \delta = \angle \Phi_{s,\text{ref}} - \angle \Phi_s,$$

where $k_s$ and $k_\delta$ are the constants derived from the IM specifications.

The torque ripple is actually caused by $\Delta \Phi_s$ and $\Delta \delta$, and the influence of the $\Delta \Phi_s$ is considerably smaller than that of $\Delta \delta$. As a consequence the torque ripple can be almost removed if $\Delta \delta$ is kept close to zero.

Equation (1) shows that the relation between torque error and increment angle $\Delta \delta$ is linear. Therefore a PI predictive controller, which generates the load angle changes to minimize the instantaneous error between reference and actual torque, is applied.

From the internal structure of the predictive torque and stator flux controller shown in Fig. 1b, one can notice that the torque error, $\Delta T_e$ and reference stator flux amplitude, $|\Phi_{s,\text{ref}}|$ are delivered to a predictive controller which in its output gives the deviation of reference stator flux angle, $\Delta \delta$.

From this figure the $\alpha$, $\beta$ axes components of the stator reference voltage $V_{s,\text{ref}}$, are calculated as:

$$V_{s\alpha,\text{ref}} = \frac{\Phi_{s,\text{ref}} \cos(\delta + \Delta \delta) - \Phi_{s,\text{ref}} \cos \delta}{T_s} + R_s I_{s\alpha},$$

$$V_{s\beta,\text{ref}} = \frac{\Phi_{s,\text{ref}} \sin(\delta + \Delta \delta) - \Phi_{s,\text{ref}} \sin \delta}{T_s} + R_s I_{s\beta},$$
$V_{s\text{ ref}} = \sqrt{V_{s\alpha\text{ ref}}^2 + V_{s\beta\text{ ref}}^2}$, \hfill (6)

$$\delta = \arctan\left(\frac{V_{s\beta\text{ ref}}}{V_{s\alpha\text{ ref}}}\right),$$ \hfill (7)

where $T_s$ is a sampling time.

**Fig. 2 – Representation of stator flux vectors $\Phi_s$ and $\Phi_{s\text{ ref}}$.**

### 3 Voltage Space Vector Modulation

The voltage vectors, produced by a 3-phase PWM inverter, divide the space vector plane into six sectors as shown in Fig. 3.

**Fig. 3 – Diagram of voltage space vector.**
In every sector, the arbitrary voltage vector is synthesized by basic space voltage vector of the two side of sector and one zero vector. For example, in the first sector, $\vec{V}_{s\text{ ref}}$ is a synthesized voltage, space vector and its equation is given by:

$$\vec{V}_{s\text{ ref}} T_s = \vec{V}_0 T_0 + \vec{V}_1 T_1 + \vec{V}_2 T_2,$$

$$T_s = T_0 + T_1 + T_2,$$

where, $T_0$, $T_1$, $T_2$ are the work times of basic space voltage vector $\vec{V}_0$, $\vec{V}_1$, $\vec{V}_2$ respectively.

![Diagram of voltage vectors](image)

**Fig. 4 – Projection of the reference voltage vector.**

The determination of times $T_1$ and $T_2$ is given by simple projections:

$$T_1 = \frac{T_s}{2E} \left( \sqrt{6V_{s\beta\text{ ref}}} - \sqrt{2V_{sa\text{ ref}}} \right),$$

$$T_2 = \sqrt{2} \frac{T_s}{E} V_{s\beta\text{ ref}}.$$  

The rest of the period spent in applying the null-vector. For every sector, commutation period is calculated. The amount of times of vector application can all be related to the following variables:

$$X = \frac{T_s}{E} \sqrt{2V_{s\beta\text{ ref}}}.$$
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\[ Y = \frac{T_s}{E} \left( \frac{\sqrt{2}}{2} V_{sBref} + \frac{\sqrt{6}}{2} V_{sa ref} \right), \]  

(13)

\[ Z = \frac{T_s}{E} \left( \frac{\sqrt{2}}{2} V_{sBref} - \frac{\sqrt{6}}{2} V_{sa ref} \right). \]  

(14)

**Table 1**

*Application durations of the sector boundary vectors are tabulated as:*

<table>
<thead>
<tr>
<th>SECTOR</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_1)</td>
<td>(Z)</td>
<td>(Y)</td>
<td>(\text{--}Z)</td>
<td>(\text{--}X)</td>
<td>(X)</td>
<td>(\text{--}Y)</td>
</tr>
<tr>
<td>(T_2)</td>
<td>(Y)</td>
<td>(\text{--}X)</td>
<td>(X)</td>
<td>(Z)</td>
<td>(\text{--}Y)</td>
<td>(\text{--}Z)</td>
</tr>
</tbody>
</table>

The goal of this step is to compute the three necessary duty cycles as:

\[ T_{aon} = \frac{T_s - T_1 - T_2}{2}, \]  

(15)

\[ T_{bon} = T_{aon} + T_1, \]  

(16)

\[ T_{con} = T_{bon} + T_2. \]  

(17)

The last step is to assign the right duty cycle (\(T_{xon}\)) to the right motor phase according to the sector.

**Table 2**

*Assigned duty cycles to the PWM outputs.*

<table>
<thead>
<tr>
<th>SECTOR</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_a)</td>
<td>(T_{bon})</td>
<td>(T_{aon})</td>
<td>(T_{aon})</td>
<td>(T_{con})</td>
<td>(T_{bon})</td>
<td>(T_{con})</td>
</tr>
<tr>
<td>(S_b)</td>
<td>(T_{aon})</td>
<td>(T_{con})</td>
<td>(T_{bon})</td>
<td>(T_{bon})</td>
<td>(T_{con})</td>
<td>(T_{aon})</td>
</tr>
<tr>
<td>(S_c)</td>
<td>(T_{con})</td>
<td>(T_{bon})</td>
<td>(T_{con})</td>
<td>(T_{aon})</td>
<td>(T_{aon})</td>
<td>(T_{bon})</td>
</tr>
</tbody>
</table>

4 **Robustness of the MCS Algorithm in the Presence of External Disturbances**

Consider a plant described by the following state space equation:

\[ \dot{x}(t) = A(t)x(t) + Bu(t) + d(x,t), \]  

(18)
where: $A(t) \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times 1}$,

d: the external disturbances,

x = [x_1, x_2, ..., x_n]^T, x \in \mathbb{R}^{n \times 1}$.

Similarly, the reference model is defined by the following state equation:

$$
\dot{x}_m(t) = A_m x_m(t) + B_m(t) r,
$$

(19)

where $A_m \in \mathbb{R}^{n \times n}$ and $B_m \in \mathbb{R}^{n \times 1}$.

The disturbance term $d$ that represents the effects of external disturbances, and/or plant non-linearity, can be written as:

$$
d = \delta A(t) r,
$$

(20)

where $\delta A(t) = [0, ..., 0, \delta a(t)]^T$ and $\delta A(t) \in \mathbb{R}^{n \times 1}$.

The term $\delta a(t)$ is a bounded and time varying coefficient depending on $d(x, t)$ and $r(t)$. If $\delta A(t)$ is slowly varying, i.e constant during the adaptation process, then the error $x_e$ is globally asymptotically stable. If $d$ is bounded and rapidly varying, then the global asymptotic stability of $x_e$ is no longer ensured and $d$ is then considered as an external input to the system defined by:

$$
\dot{x}_e = A_m x_e - b W^T \Phi - b W^T \gamma - d,
$$

(21)

$$
\dot{\Phi} = b_1 \alpha b^T P x_e W,
$$

(22)

$$
\gamma = b_1 \beta b^T P x_e W.
$$

(23)

Note that if $d \in L^2$, then the system defined by (21) to (23) is an asymptotically hyperstable system.

4.1 Derivation of the upper bound of convergence of the error $x_e$

Consider the Lyapunov function:

$$
V(x_e, \Phi) = x_e^T P x_e + \frac{1}{b_1 \alpha} \Phi^T \Phi.
$$

(24)

By evaluating the time derivative of $V$ along the trajectories of (21) and using relations (22) and (23) we obtain:

$$
\dot{V} = -x_e^T Q x_e - 2b_1 \beta x_e^T P b b^T P x_e W^T W - 2x_e^T P b d.
$$

(25)
If \( \dot{V} \) is negative outside a closed region including the origin of the \( x_e \) space, then all the solutions \( x_e \) of (21) will be within this region. In this case, observing that the matrix \( P b b^T P \) is positive semidefinite and using general properties of norms, we obtain from (25):

\[
\dot{V}(x_e, \Phi) \leq -\lambda_{\text{min}}(Q)\|x_e\|^2 + 2\|x_e\|\lambda_{\text{max}}(P)|d|.
\] (26)

From (26), we observe that if \( \|x_e\| \geq \frac{2\lambda_{\text{max}}(P)|d|}{\lambda_{\text{min}}(Q)} \), then \( \dot{V} \) is negative. We conclude that \( x_e \) enters the hypersphere region \( \Omega \) defined by:

\[
\Omega = \left\{ x_e \in \mathbb{R}^n / \|x_e\| \leq \frac{2\lambda_{\text{max}}(P)|d|}{\lambda_{\text{min}}(Q)} \right\},
\]

where \( |d|_{\text{max}} \) denotes the maximum values of \( |d| \). We notice that \( \Omega \) depends on the magnitude of the disturbance as well as on the values of \( P \) and \( Q \), which are related by the reference model values, (see (23)).

5 Application to an AC Machine

The above robust approach to MCS algorithm is applied to an AC machine. The proposed configuration Fig. 5 has two states speed and acceleration (see equation (28)) for an AC drive and has two differences compared to the standard MCS algorithm. The first is the output error expressed by:

\[
e = x_{i_m} - x_1.
\] (27)

The second is the model and plant accelerations, which are not required, and hence only one feedback loop and adaptive gain is used.

The second order reference model, consisting of a closed-loop PI controller and the drive’s dynamic equations of motion, was chosen in the state variable form given as:

\[
\dot{x}_m = A_m x_m + B_m r,
\] (28)

where:

\[
x_m = \begin{pmatrix} \Omega_r \\ a_m \end{pmatrix}, \quad r = \Omega_{\text{ref}},
\]
where $K_p$, $K_i$ and $K_m$ are gains of the PI controller motor torque coefficient respectively. $J_m$ and $F_m$ are inertia and friction coefficient respectively.

The control input is expressed as:

$$u = K_f x + K_r r,$$

where:

$$K_f = \int_0^t \alpha y_e x^T d\tau + \beta y_e x^T,$$

$$y_e = C(x_m - x),$$

$$K_r = \int_0^t \alpha y_e r d\tau + \beta y_e r.$$

![Fig. 5 – MCS Algorithm.](image-url)
5.1 Stability analysis of adaptive system

In all stability based MRAC methods, the objective is to derive a control input $u$ that ensures the global asymptotic stability of the error $x_e$ for all initial conditions of $x_e, r, x$ and $u$. The error dynamic model can be defined as:

$$\dot{x}_e = A_m x_e - B_e W_e - d.$$ (33)

A step-by-step procedure for the design of MRAC systems is given by Landau, as summarised in the following:

- Transform the MRAC system into an equivalent standard feedback system composed of two blocks as in Fig. 6.

**Fig. 6** – Closed-loop equivalent system.

- Find the solutions for the part of the adaptation laws that appear in the feedback path on the equivalent system such that the Popov’s integral inequality is satisfied.
- Find the solutions for the remaining part of the adaptation law, which appear in the feedforward path that the feedforward path is represented by a positive (or strictly positive) real transfer matrix. This ensures the global stability (or global asymptotic stability) of the system.

Following the design steps, equation (33) is split into two blocks:

a) a linear time invariant feedforward block

b) a non linear time varying feedback block.

The error dynamic model for the proposed system can be defined as:

$$\dot{x}_e = A_m x_e - B_e W_e - d,$$ (34)

where:

$$- W_e = \left[ BK_f(t) + A - A_m \right] x(t) + \left[ BK_r(t) - B_m \right] r(t),$$

- $d$ is an external input to the system (disturbances).

If the following conditions are satisfied:
\[
\int_{t_0}^{t_1} y_e^T(t) \left[ BK_r(t) - B_m \right] r(t) \geq -c_1^2 \quad \text{for all} \quad t_1 \geq t_0 ,
\]
(35)

\[
\int_{t_0}^{t_1} y_e^T(t) \left[ BK_f(t) + A - A_m \right] x(t) \geq c_2^2 ,
\]
(36)

where \( c_1 \) and \( c_2 \) are constant independent of \( t_1 \) and

\[
y_e = Cx_e .
\]
(37)

The feed forward transfer function matrix

\[
C \left[ sI - A_m \right]^{-1} B_e
\]
(38)
is strictly positive real. By using the Kalman-Yacubovitch, the transfer function matrix \( C \left[ sI - A_m \right]^{-1} B_e \) is strictly positive real if there exists a symmetric positive definite matrix \( Q \) and a symmetric positive matrix \( P \) so that:

\[
A_m^T P + PA_m = -Q ,
\]
\[
C = I_n P = P ,
\]
(39)

where \( P \) is the solution of the Lyapunov equation.

Then the asymptotic hyperstability (or global asymptotic stability) of feedback system given by (34) and (37) is ensured for all initial conditions on \( x , r , u \) and \( x_e \).

5.2 Simulation results

The simulation results at no load \( (T_r = 0) \) are reported Fig. 7.

The system response and the model reference response at no load \( (T_r = 0) \) are shown in Fig. 7a. The speed response is well damped within a rise time of 0.5s and it can be observed a good agreement between system response and model reference response. The feedforward gain and the feedback gain are shown in Fig. 7c. The error between the system response and the model reference response are reported Fig. 7b.

The system response, the model reference response, the adaptive gains and the error are shown respectively in Figs. 8a, 8b and 8c when the reference speed is a step reversing waveform whose repetition period is 1s, the magnitude of the reference speed is increased from 100 rad/s to 60 rad/s. at no load.
Fig. 7 – Starting at no load: 

a) System and model reference response (speed),

b) Error between system response and model reference response,

c) Adaptive gains (feedforward and feedback gains $K_r, K_f$).
Fig. 8 – Step change of speed: a) System and model reference response (speed), b) Error between system response and model reference response, c) Adaptive gains (feedforward and feedback gains $K_r, K_f$).
Fig. 8 – Step change of speed: d) Phase current $I_x$, e) Electromagnetic torque $T_e$, f) Stator flux magnitude.
Fig. 9 – Switching on and off of constant load torque:

a) System and model reference response (speed),
b) Error between system response and model reference response,
c) Electromagnetic torque $T_e$.  
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The system response, the model reference response, the error, electromagnetic torque, and the current when load ($T_r = 10 \text{ Nm}$) is switched on and off are shown respectively in Figs. 9a, 9b, 9c and 9d, when value of load is increased from 10 Nm to 0 Nm.

5.3 Results discussion

The knowledge of plant parameters is not needed for:
- The satisfaction of the positive realness condition (38);
- The derivation of the MCS control input (30);
- The satisfaction of Popov’s criterion (35) and (36).

At no load ($T_r = 0 \text{ Nm}$)

The speed response is well damped within a rise time of 0.5s and a good agreement can be observed between system response and model reference response. (Fig. 7a).

The feedforward and the feedback gains change during speed transients and remain unchanged during steady state conditions. (Fig. 7c).

The error between the reference model and system is important during the transient state, and decay to zero during the steady-state conditions. The error is asymptotically stable. (Fig. 7b).

It can be seen that both feedforward and feedback gains are increased and decreased with speed reference. (Fig. 8c).
B Load Disturbance test \((T_r = 0 \text{ Nm} - 10 \text{ Nm} - 0 \text{ Nm})\)

The disturbance is slowly varying.

In the load disturbance test shown in (Fig. 9), the AC drive is running in steady-state while the load is switched on-off-on-off suddenly to generate rated sudden load changes.

6 Conclusion

This investigation presents a development of a new robust adaptive control strategy – the Minimum Control Synthesis algorithm for high performance AC drives. These developments have improved the conventional configuration in three respects:

- The proposed configuration has two states speed and acceleration.
- Rejection of the effects of external disturbances. Therefore the error is asymptotically stable.
- The error output matrix \(C\) design is simplified (in a conventional MRAC synthesis, \(C\) is generated according to Landau: \(C = B^T P\), where: \(PA_m + A_m^T P = -Q\). Obviously, an estimate of \(B\) is required. While it is not required in the case of MCS algorithm.

This MCS controller requires no plant model or controller gain synthesis. At present, the scalar parameters \(\alpha\) and \(\beta\) are chosen empirically. The intention is to provide a priori design method for these parameters, based on a robustness study on the MCS closed-loop dynamics.

The stability of the proposed configuration has been proved asymptotically stable using the hyperstability theory.

Simulation studies were used to demonstrate the characteristics of the proposed method. It is shown that the proposed controller has better tracking performance and robustness against parameters variations.

Additionally, the application of SVM guarantee:

- Constant inverter switching frequency;
- Delimited distortion caused by sector changes;
- Requirement of sampling frequency;
- High robustness;
- Good dynamic response;
- Low complexity.
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