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Abstract. Besides source code, the fundamental source of information about open source software lies in documentation, and other non source code files, like README, INSTALL, or How-To files, commonly available in the software ecosystem. These documents, written in natural language, provide valuable information during the software development stage, but also in future maintenance and evolution tasks. DMOSS³ is a toolkit designed to systematically assess the quality of non source code content found in software packages. The toolkit handles a package as an attribute tree, and performs several tree traverse algorithms through a set of plugins, specialized in retrieving specific metrics from text, gathering information about the software. These metrics are later used to infer knowledge about the software, and composed together to build reports that assess the quality of specific features. This paper discusses the motivations for this work, continues with a description of the toolkit implementation and design goals. This is followed by an example of its usage to process a software package, and the produced report.
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1. Introduction

Open source software wide spread adoption, including in the industry, has raised increased concerns related with software quality and certification [11]. In this context, the CROSS research project⁴ aims at developing software analysis techniques that can be combined to assess open source software projects. Although most of the effort is invested analyzing source code, non-source code content found in packages can have a direct impact on the overall quality of the software. For example documentation, installation procedures, practical information available in README files etc. The goal of the DMOSS toolkit is to provide a systematic approach to gather metrics about this content and assess its quality. It starts by collecting the content written in natural language, processing it to compute metrics, and finally reasoning about these metrics to draw conclusions.

Documentation analysis is also relevant in other research areas. Program Comprehension (PC) is an area of Software Engineering concerned with gathering information and providing knowledge about software, to help programmers understand how a program
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works, to ease software evolution and maintenance tasks [24]. Many of the techniques and methods used rely on mappings between program elements and the real world concepts these elements are addressing [27]. Non-source code content included in software packages can provide clues and valuable information (e.g. [3,31,23]). Also, software maintainers often rely on documentation to understand some key aspects of the source code [30].

Assessing software quality for any given definition of quality is not easy [18] mainly due to subjectivity. The toolkit described in this work evaluates the non-source code files included in a software package. This set of files can include README files, INSTALL files, HTML (HyperText Markup Language) documentation pages, or even UNIX man(ual) pages. Instead of trying to come up with a general definition for quality, we select three main traits that we are concerned about. We envisage that these characteristics have a direct impact in the overall documentation quality regardless of the degree of individual subjectivity.

- Readability: text readability can be subjective, but there are linguistic characteristics that generally make it harder to read. Some of them can even be measured, as for example, the number of syntax errors or the excessive use of abbreviations.
- Actuality: this is an important feature of documentation and other textual files, they should be up-to-date, and refer to the latest version of the software.
- Completeness: this trait tells us how much the documentation is complete, and if it addresses all the required topics.

DMOSS processes a software package to gather information about specific metrics that are related with these traits. Reasoning about these metrics helps drawing conclusions relevant to assess the overall described traits. Based on these conclusions quantitative measures can be calculated about the quality of the non-source code content. Currently available tools in the framework, do not provide enough data to fully assess any of these traits, but new tools can be added to increase analysis coverage of these traits.

The next section of this article discusses some related work in this area. Section 3 introduces the DMOSS toolkit and gives an overview about its implementation details. This section also illustrates the major algorithms used. Section 4 presents a quick tour about using the toolkit, and examples of generated reports and discussion are presented in Section 5. Finally, Section 6 concludes with some final remarks and discusses some trends for future work.

During the remainder of this paper the software package tree\textsuperscript{5} (version 1.5.3) is used for illustration purposes, mainly because it is small and produces outputs that can fit in the paper size without jeopardizing reading.

2. Related Work

Software Measurement is an active research field. Buglionie and Abran [6] discuss how software measurement should be considered a knowledge area for software engineering.

\footnote{Available from: http://mama.indstate.edu/users/ice/tree/ (Last accessed: 12-02-2014).}
or if it should be considered orthogonal and part of every other. Curiously, the authors neither refer to documentation quality measurement, nor any of the knowledge areas previously defined support software documentation as part of the software development. Khe- lifi and Abran [16] discuss a standard approach to software measurement, suggesting a final report on the software measurement results, but this report is the only documentation ever referred. It even gets more disappointing when books on software metrology [1] do not refer documentation at any point.

Nevertheless, there are some researchers worrying about the status of software documentation, and how software engineers use the documentation. Lethbridge et al [21] do an overview on the status of software documentation, pointing out their main problems: being out-of-date; badly written; too much documentation that is mandated, time consuming to write, and mostly not useful. The authors also test the documentation usefulness, but do not specify any metrics to assess documentation quality. Also related to the documentation quantity (and not quality), Briand [5] discusses the issue of documentation quantity and documentation type, namely focusing on the use of the Unified Modeling Language (UML).

Souza et al. [29] do an interesting job on analyzing what are the documentation needs, using a pair of surveys targeting software maintainers, one asking to rate the importance of the documentation artifacts in helping to understand a system, and a second one to indicate which documentation artifacts they had used to gain understanding of a software they just finished maintaining. The results were interesting: for the first survey software maintainers rate source code as the primary source of documentation, and comments as the second. For the second survey, source code remains in the first position but comments drop to the third place, giving the place to unitary tests. Although these surveys do not help on measuring automatically the quality of software documentation it points on which artifacts should be analyzed.

Forward et al., in their survey about the general opinion of software professionals regarding the relevance of documentation and related tools [10], highlight the general consensus that documentation content is relevant and important. They also highlight a set of concerns that software documentation technologies should be more aware of professionals’ requirements, opposed to blindly enforce documentation formats or tools.

Scacchi, in his work about the requirements for open source software development [28], highlights not just the relevance of system documentation, but also the relevance of informal documents (for example, How-Tos). They are significant not only for documenting the system itself, but also to communicate important information for other people in the community (for example, how to contribute for the project).

There is a substantial body of work which illustrates the relevance of documentation quality in the context of software development and maintenance. Chen et al. [7] have identified that documentation quality is a dimension by itself, and a key problem factor that affects software maintenance phase.

Nevertheless, the literature is sparse when describing metrics and methods for evaluating non-source code content for software quality assessment. This work focuses on addressing this problem. Other researches have also been motivated to address text quality measuring in other contexts. Anderka et al. [2] devised a method for detecting text quality flaws as a classification problem. Dalip et al. [8] introduce a method, based on regression analysis, to aggregate several text quality indicators. Both these approaches
can be almost directly implemented as DMOSS plugins, and provide features to assess
documentation quality, mainly regarding the readability trait. Methods related with text
assessment used in several areas can be used to provide more metrics about package non-
source content, for example: machine translation evaluation methods (e.g. [26]), students
textual answer assessment (e.g. [25,15]), summaries automatic evaluation (e.g. [22,12]),
or web content assessment (e.g. [17]).

3. DMOSS Toolkit

The DMOSS toolkit’s main goal is to provide a set of tools that systematically process
a software package, and produce a report with conclusions about the quality of the non-
source code content found. This includes analyzing all the natural language text available
in the documentation, comments in the code, and other non-source code files typically
found in packages.

The main design goals for DMOSS are:

- Develop small autonomous tools, so that they can be useful in other contexts or en-
environments. Applications that use these smaller tools are modular, so that new tools
can be added without any additional effort, just like typical plugins.
- Many tools in DMOSS take advantage of known algorithms and techniques (for ex-
ample the file processors). The main engine in the toolkit needs to be based on the
usage of plugins, so that new processors and similar utilities can be added and im-
proved easily.
- Represent the software package as a tree. This allows the implementation of the anal-
ysis algorithms as a set of tree traversals (for more details on tree data structures
and traversal algorithms see e.g. [9,19]). Keeping the implementation of the specific
analysis algorithms self-contained in the plugins.

Let us stress again the importance regarding the way DMOSS represents a software
package: an annotated tree. In this tree, nodes represent files and directories, and edges
describe the hierarchical structure of the package. An example tree is illustrated in Fig. 1,
for the tree software package. This tree is automatically generated by the toolkit, by
traversing the filesystem file hierarchy recursively, adding nodes for each file and directory
visited. For each node that is a known documentation format (e.g. man(ual) page, HTML)
the plain text content is extracted and added to the corresponding node as an attribute 6.

Once this tree is available, the task of processing a software package is divided in two
tree traversals:

1. During the first pass the goal is to gather information about files and their content.
   Each plugin processor function is executed for each file individually, and the com-
   puted metrics are stored in the tree as node attributes.
2. In the second pass, results are aggregated (or reduced). For each directory node, the
   available features are reduced to a single result. In the end, the tree root node (the
   package top directory) contains the results of processing the entire package.

6 Known types are defined in the toolkit by a set of regular expressions that match file extensions,
and a dispatch table that contains functions definitions for text extraction for each type.
After these traversals, a final report with conclusions is produced using the data stored in the annotated tree. The plugins that perform the actual analysis and build conclusions need to implement three functions to be used in both tree traversals:

1. A *processor*, which is responsible for gathering information about a file and produce a set of features (a metric can be measured using one or more features) about its content. These features are stored in the tree as node attributes:
   \[
   \text{processor} :: \text{Node} \rightarrow [\text{Feature}]
   \]

2. A *reducer*, which is responsible for reducing features to produce either intermediate or final results. Results can be a single feature or a set of features:
   \[
   \text{reducer} :: [\text{Feature}] \rightarrow [\text{Feature}]
   \]

3. Finally, a *reporter*, which is responsible for building the final report given a set of features:
   \[
   \text{reporter} :: [\text{Feature}] \rightarrow \text{Report}
   \]

The only strictly required function is the *processor*, as there are default implementations for the other two functions, which are used when a plugin does not provide them. The default *reducer* reduces attributes using string concatenation or arithmetic sum depending on value type. The default *reporter* uses a pre-defined template to produce a simple report.

A feature is defined as a pair, consisting of a name and a value:

\[
\text{Feature} = \text{Name} \times \text{Value}
\]

where,

- *Name* is the attribute identifier (a string);
– *Value* can be an atomic value (a string or number for example), or a structured set of more *Features* for storing complex data structures.

A node in the tree is defined as:

\[
\text{Node} = \text{Path} \times \text{isFile} \times \text{Text} \times \text{Features}
\]

where,

– *Path* stores the file name and its path;
– *isFile* is a boolean value stating if this node is a file or a directory;
– *Text* stores the natural language text found in the file, and is computed before starting the tree traversal stages. During this step, content is extracted from files written in known formats (e.g. HTML, POD, *man*) and stored in the tree as plain text.
– *Features* stores a set of features for each node.

### 3.1. First Pass: Gathering Information

When traversing the tree, each file node is processed, i.e. the files represented by each node are processed. These nodes are processed in two steps:

1. Determine the file type, either using its full media type [13], or using heuristics, like the file header or extension. The result of this step is the creation of an attribute named *type* with the corresponding file type (for example *plain/text*, *text/xml* or *text/html*) as its value.
2. Given the node *type* and a list of available *processors* for each file type the next step is to process the current file with all the available processors that support it, and store each processor resulting feature as a new node attribute.

This workflow is executed for every single node that represents a file, and is illustrated in Algorithm 1. The final result is a tree with a set of metrics calculated for each file node, and stored as attributes (including the file type).

*Processors* compute attributes values for file nodes, the toolkit provides an heterogeneous set of processors. Each processor typically handles a single file, and produces a result that is stored as an attribute in the tree. For example, the spell checker processor computes the total number of words in a text file, and the total number of words found in the dictionary (see Algorithm 2), the dictionary used is *aspell*.

New processors can be added or plugged in at any time. Each plugin is also responsible for defining which file types it wants to process. This information is used to build a dispatch table before any transversal, which keeps the traversing tree engine agnostic to which processors are available, and which files to process.

---

7 The toolkit provides a set of plugins that implement several processors (more details in Section 3.4), and new plugins can be easily added.

8 Algorithm 1 and 3 loop over the relevant nodes in the tree are simplified for illustration purposes, the actual implementation follows the traditional tree traversal algorithms described in the literature.

Algorithm 1: Decorate tree with processors results

**Input:** tree : Tree representing package content.
**Input:** processors : Set of processors indexed by type.
**Result:** Tree after adding processors resulting features.

```plaintext
foreach node ∈ tree : node.isFile = True do
    type ← typeOf (node) // compute file type
    foreach processor ∈ processors (type) do
        node.features.push (processor (node)) // add resulting feature set to node
return tree
```

Algorithm 2: Processor example: Spell Checker

**Input:** node : Node representing the file being processed.
**Result:** New feature set to be added to the node.

```plaintext
total ← 0
found ← 0
foreach word ∈ split_words (node.text) do
    if dictionary.valid (word) then
        found ← found + 1 // word was found in the dictionary
        total ← total + 1
    f1 ← Feature (“spellCheckerTotal”, total)
    f2 ← Feature (“spellCheckerFound”, found)
return [f1, f2]
```

3.2. Second Pass: Reducing Results

The goal of the second tree traversal (depth-first [20]) is to produce the final feature set. This is achieved by combining (or reducing) the intermediate results for every level of the package tree, and adding new attributes (typically to the directories nodes) that store the result of combining the features for each subtree. Every plugin may provide a specific function to combine results. The default method for combining intermediate results is plain string concatenation, or arithmetic addition (depending on value type).

For example, the combining function for the spell checker processor is to add the total number of words, and the total number of words not found for the files on each directory. This means that after this pass, the MAN node (illustrated in Figure 1, which represents the file-system man/ directory) has an attribute that stores the result of combining the spell checker processor result for files man.1 and man.1.fr10. Later, this attribute value is used to calculate the totals for the package, stored in the top level directory.

Figure 2 illustrates this process for an arbitrary metric. The algorithm is also described in Algorithm 3.

Reducers are used to reduce intermediate results, i.e., combine the results found by the processors in the subtree of the node currently being processed, and add this reduced

---

10 Although the two files are written in different languages the plugin uses a language identification algorithm before the spell checking task.
Algorithm 3: Transversing the annotated tree, depth-first, to reduce nodes' features

Input: tree : Tree representing package content.
Input: reducers : Set of available reducers indexed by feature.
Result: Tree after adding reducers' results to nodes as features.

\[
\text{foreach node } \in \text{transverse\_depth\_first}(\text{tree}) : \text{node.isFile} = \text{False} \text{ do}
\]

\[
\text{foreach reduce } \in \text{reducers} \text{ do}
\]

\[
\begin{align*}
\text{features} & \leftarrow \ldots & \text{// get features from children node set} \\
\text{result} & \leftarrow \text{reduce}(\text{features}) & \text{// call reduce function} \\
\text{node.features.push(result)} & \text{// add reducing result features to node}
\end{align*}
\]

\[
\text{return tree}
\]

Fig. 2: Calculate final values recursively.

result to the current node as new features. Algorithm 4 illustrates the reducer for the spell checker example.

3.3. Building Reports

After the package is processed, a tree representing the package is available. This tree is decorated with a set of features per node, that convey all the results gathered from processing each file node, and also the conclusions taken for each processor. This information is stored in the tree using attributes. The toolkit provides a tool that can build reports in several formats including HTML, and ontology style graphs in GraphViz\textsuperscript{11} notation. Examples of a HTML formatted reports are illustrated in Figure 3.

After the tree traversal stages, the set of reporters functions can be used to produce a final report. In this step all the reporters functions are executed, and the results are aggregated to build the final report (Algorithm 5). Besides these structured reports, the

\textsuperscript{11} Available from: \url{http://www.graphviz.org/} (Last accessed: 12-02-2014).
**Algorithm 4:** Reducer example: Spell Checker

**Input:** features : Set of features.

**Result:** New set of features to be added to the node.

\[
\text{total} \leftarrow 0 \\
\text{found} \leftarrow 0
\]

foreach feature ∈ features do

  if feature.name = "SpellCheckerTotal" then
    total ← total + feature.value
  \[f_1 \leftarrow \text{Feature}(\text{"spellCheckerTotal"}, \text{total})\]

  if feature.name = "SpellCheckerFound" then
    found ← found + feature.value
  \[f_2 \leftarrow \text{Feature}(\text{"spellCheckerFound"}, \text{found})\]

return \[f_1, f_2\]

**Algorithm 5:** Build final report

**Input:** tree : Tree representing package content.

**Input:** reporters : Set of available reporters.

**Result:** Final HTML report.

\[
\text{report} \leftarrow ""
\]

features ← ... // collect features set from tree root

foreach reporter ∈ reporters do

  curr ← reporter(features) // build each individual report
  report ← concat(report, curr) // concatenate individual reports

return report
full tree is available as an associative array to be further processed by any other tool or application.

Reporters process a specific set of features about the package and produce custom reports. They are mainly used for producing reports that require post processing computations to achieve the intended result in the report (averages computations, for example). Reporters usually compute a final grade for a specific analyzed feature (the formula for computing the grade is another responsibility of a reporter function). Reporters’ output is usually a snippet of HTML, built using a default set of templates. The complete tree is always available inside any reporter function, to gather any required information to build a more detailed report.

3.4. Toolkit Plugins

This section gives a brief overview of the plugins currently included in the DMOSS toolkit, and used to produce the reports illustrated in the next section.

Validate Links gathers links found for known protocols (e.g. HTTP, FTP), and checks if the link is still working. To validate the link a simple request is made, and if a successful reply is received the link is considered valid. The plugin rates the package better, as more valid links are found.

Spell Checker performs word spell checking, using a general purpose dictionary, for every word found in the documentation, and other non-source code files. It automatically detect the language used, and chooses the dictionary accordingly. The dictionary engine used is aspell.

Verify Licenses gather possible license information found in the software package. It can verify some common open source license (e.g. GNU General Public License \textsuperscript{12}) used in software packages. Since this plugin was initially created for open source software, it grades the package if two criteria are met: (1) license information is found, (2) a known open source license was found. Of course, more licenses can be added.

Comment Lines counts the total number of source code lines, and the total number of comment lines found in the package source files. While the number of comment lines per lines of source code is above 19\% \textsuperscript{13} this plugin grades the files positively.

Identifiers Found in Docs attempts to measure documentation source code coverage. It measures the number of program identifiers (strings used as functions or variables names) found in the documentation. Mainly because most documentation formats (e.g. DoxyGen) use these strings to relate the documentation snippets with the source code. This can help to have an idea of which source code is covered by documentation.

Automatic Classification is used to automatically classify the software package using SOURCEFORGE taxonomy \textsuperscript{14}. The classification algorithm is straight-forward, it mea-

\textsuperscript{12} General information about GNU licenses available from: \url{http://www.gnu.org/licenses/} (Last accessed: 12-02-2014).

\textsuperscript{13} This particular threshold was chosen based on a study by Arafat \textit{et al.} about source code comments practices in open source projects \cite{Arafat}.  

\textsuperscript{14} Available from: \url{http://sourceforge.net/} (Last accessed: 12-02-2014).
sures the distance between the words found in the documentation (which are valid according to the english dictionary), and the terms in the taxonomy. A more robust version of this plugin should use a well established classification approach like Support Vector Machine (SVM) [14] or Naive Bayes related algorithms [32]. The correct automatic classification of the package can be a positive characteristic, because there’s a good probability that the vocabulary used in the documentation is close with the vocabulary stored in the taxonomy index, which is usually in line with the vocabulary used in the software area of interest. This plugin grade is directly related with two factors: (1) classification was possible, and (2) the degree of confidence (distance) on the computed classification.

**Changes Verification** is used to analyze changes information, if available. This file typically describes major releases done for the software, including the date for the release, and a list of topics that describe the major changes. The current goal of this plugin is to discover the date of the last release, and compare it to the current year. This is used in the report to grade positively packages with more recent releases. The lower possible grade is given when the set of regular expressions that are used to parse the file content are not able to return any information. Although, there is no standard format for these files, this can be an indicator that maybe some of the best practices were not followed.

New plugins can be easily added to analyze other features or characteristics of the package. New plugins just need to define the required functions as described in the previous sections. The set of plugins available in DMOSS do not cover all the measures and metrics described in the literature, and new analysis are proposed every day. One of the major goals of the proposed methodology is to provide the community with a framework that allows the quick development of new measurements, and integration with currently available ones.

### 3.5. Traits Versus Plugins

In line with the previous discussion, the described plugins only provide information to assess a limited number of features. These features are related with previously discussed traits, that tend to have a considerable weight in the overall package quality.

Plugins like *Spell Checker* are close related to readability, the increasing number of spelling errors can introduce noise in the text, making it harder to read or understand. Other features that can be measured to increase readability coverage are, for example, excessive use of acronyms and abbreviations, or punctuation analysis.

Completeness is a trait concerned with how much of the source code, and related concepts, are covered by documentation. The *Comment Lines* plugin measures the ratio of lines of comments found per lines of code, a low ratio may suggest that there are big portions of undocumented code. This feature is close related to the *Identifiers Found in Docs* plugin measure, by finding function definitions that lack corresponding documentation. This can be crucial when documentation generation systems are used (e.g. Doxygen). Both these traits are useful during software development, measures can be used during development stages to make sure documentation is keeping up with code implementation.

Plugins like *Validate Links* are more related to the actuality trait, because they provide clues that some elements in the documentation may be out of date, by finding links that
are no longer active or have been moved elsewhere. Another possible clue can be given by the Changes Verification plugin, if a software package is stalled in time, i.e., has not released a new version in the last years, it might be prone to have outdated content.

Other plugins tend to be less subjective, and provide accurate information about a specific property, and are not closely related to these traits. For example, the Verify Licenses plugin attempts to answer a specific question: "Which license is the software package released under?". This is a relevant detail in the context of open source software.

4. DMOSS Quick Tour

This section illustrates a step-by-step usage of the toolkit applied to the tree software package.

The first step is to process the software package, this is done using the dmoss-process tool, which has a mandatory argument, either the file, or the complete URL for the package. The result of processing the given package is a tree, decorated with attributes storing the computed features, by default this tree is stored in a filename called dmoss.data. An example of execution is:

$ dmoss-process tree-1.5.3.tgz
Data saved as dmoss.data

This builds the tree representing the package, and executes all the tree traverses described in Section 3. This information can now be used by other tools, including the tool that builds a final report about the package, using all the defined reporters functions. An example of execution of this tool is:

$ dmoss-report dmoss.data > report.html

The result report.html, illustrated in Fig. 3c, shows metrics that are used to grade key features about the package. For example, many documents in software packages contain links to official websites or discussion forums, one of the plugins included in the toolkit validates that these links are still working. If all links included in the documentation are working this feature is graded positively. Another example is the number of comment lines in order to the total source code lines. In this specific case the percentage of comment lines per number of line codes is below 20%, which graded this feature of documentation with grade F. Some of these features are based on thresholds, that can be configured and adapted to specific contexts or packages. By clicking on each specific feature in the HTML report, more information is shown regarding each specific metric, as an example the detailed information about the spell checker is illustrated in Fig. 4b. Features are graded from F to A, being A the best grade, this information is included in the report in the form of icons, and is also used to choose the background color for each feature box.

The dmoss.data files stores the annotated tree, and all the information gathered during the processing stages. And can be used to implement other tools that build different outputs. The file is stored in a binary format, but the dmoss-dump tool (also included in the toolkit) can be used to print the data in a plain text format. An example of execution is:

$ dmoss-dump dmoss.data
This tool main purpose is to be used for debugging tasks. The output format is defined by `Data::Dumper`, where all the hash tables found in the data structure are represented using `{ }`, and lists using `[ ]`. Members of the hash tables are represented using the format: `key => value`, and list elements are separated by a `,` (comma), scalars values are printed normally, and references are represented using a concatenation of their type and identifier. More details about the format are described in the library documentation.

5. Discussion

To have an idea of DMOSS performance and effectiveness, some open source tools were processed, and the resulting reports were thoroughly reviewed. Figure 3 illustrates some final reports, from open source analyzed packages: (3a) `aspell 0.60`, a spell checker; (3b) `wget 1.9.1`, a package for retrieving files using several protocols; (3c) `tree 1.5.3`, a recursive directory listing command; and, (3d) `grep 2.9`, a tool for searching patterns in plain text files.

To measure the plugins effectiveness, several features were randomly selected for each packages, and were verified by hand. Most of the results reviewed were found to be correct from a measurement point of view, and inline why the expected result. The only plugin that raised questions during this process was Automatic Classification, that due to the simple algorithm adopted although the classification itself is almost always attained, the resulting class is not always the best choice.

Concerning the actual conclusions drawn by the reports, in general there is a pattern of features that are prone to lower grades. This pattern is visible in Fig. 3, the color red refers to lower grades, green to better grades, and yellow is in the middle. The ratio of comment lines per lines of code is a clear example of a measure that is prone to lower grades, all the reports show this plugin as red. Maybe the threshold used are in practice too demanding, or other sources of documentation (e.g. tool website) should also be included in this ratio. The Changes Verification is another plugin that is prone to lower grades, mainly because the lack of a common format to describe package changes. Also, the information might be available someplace else, which the plugin is not set to analyze.

On the other hand, the Link Validator plugin and the Spell Checker are more prone to have better grades (see the green colors in Fig. 3). The reasons for this are mainly: (1) its’ easy for the programmer writing the documentation to verify this information, i.e. its’ common practice to test a link before adding it to a document, or most currently available editors already integrate a spell checker – less spelling errors or typos – and, (2) this information is easier to verify, parsing documents for gathering links and words is a relatively easy task, so the bias introduced by the plugin processing stage in the final result is lower.

---

Fig. 3: Screenshots of HTML reports produced using DMOSS for several software packages, including analyzed features and corresponding grades.

6. Conclusion

Non-source code content found in software packages provides useful insight and information about the software and its’ domain. This information can be used in distinct areas: software certification, or source code understanding for software maintenance or evolution. The major contribution of this work is a framework that can be used to quickly implement and integrate new metrics and analysis for documentation, and other non-source code content found in software packages, in order to assess its’ quality.

The DMOSS toolkit represents a software package as a tree, where nodes are used to represent files and directories. Each node includes a set of attributes, a list of pairs key/value, that store heterogeneous information. Using this representation we were able to implement the major package processing stages using traditional tree traversal algorithms, keeping the individual feature analysis self contained in plugins. This approach
has allowed the development of a modular and pluggable toolkit, easy to maintain and extend. The toolkit is platform independent, it can process any software package, regardless of programming languages used. The tool responsible for extracting plain text from arbitrary files may require update for some specific formats.

Regarding the obtained results from software package analysis, we noticed that there is a great concern about overall package natural text information content. Nowadays, open source communities spend time making sure that information for users and developers is available, and up-to-date. There is also a concern with information related with licenses and other non software engineering content. Some features are more prone to have lower grades than others, for example the number of comment lines per lines of code. Many of the plugins implemented use some kind of thresholds to grade some specific features, these may required some fine-tuning. Another example is the identifiers found in the documentation, packages may have use more abstract documentation, or use documentation generation tools, and this can jeopardize this analysis results.

Some tasks that can be developed in the future to improve this work:

– increase the number of available plugins, and thus increase the number of analyzed features;
– implement tools that provide other views of the decorated tree, for example browsable graphs;
– some key features require a more detailed investigation because they are prone to less grades, and maybe the evaluation process needs to be relaxed;
– mining data from external sources of information related with the software that live outside the package (official website or discussion wikis for example).
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