Nanomaterials - What energy landscapes can tell us✩
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Abstract

Nanomaterials bridge the gaps between crystalline materials, thin films, and molecules, and are of great importance in the design of new classes of materials, since the existence of many modifications of a nano-object for the same overall composition allows us to tune the properties of the nanomaterial. However, the structural analysis of nano-size systems is often difficult and their structural stability is frequently relatively low. Thus, a study of their energy landscape is needed to determine or predict possible structures, and analyse their stability, via the determination of the minima on the landscape and the generalized barriers separating them. In this contribution, we introduce the major concepts of energy landscapes for chemical systems, and present summaries of four applications to nano-materials: a MgO monolayer on a sapphire substrate, possible quasi-two-dimensional carbon-silicon networks, the ab initio energy landscape of Cu₄Ag₄-clusters, and the possible arrangements of ethane molecules on an ideally smooth substrate.
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I. Introduction

The development of new devices and their continuous improvement greatly relies on the availability of new materials [1–6]. While there is still much to be gained from the identification and synthesis of new bulk materials, the purposeful design of new materials on the mesoscopic and nanoscopic level offers great new opportunities. For one, materials already well-known in bulk form can exhibit new or modified properties when prepared at nanoscopic sizes. In particular, one might be able to achieve combinations of properties impossible in the bulk. Next, by combining different nanoscopic materials at the nanoscopic or mesoscopic level, completely new materials can be built in a building block-like fashion, that might not be accessible using standard synthesis techniques.

Another fascinating aspect of nanomaterials is that many more polymorphs or conformations can be accessible in a given chemical system. Of course, a macroscopic sample consisting of orders of magnitude more atoms than a nanoscopic object, must exhibit many more, in principle, feasible atom arrangements, by definition. However, at current levels of synthesis technology, this enormous variety of structures is not accessible in a controlled fashion; achieving such a control might actually become reality once we have established a deeper understanding of the possible nanosize compounds in a given chemical system.

In this context, the term “nanomaterial” tends to be interpreted quite liberally. It includes the classic examples of individual molecules and atomic clusters, but also thin films, heterogeneous layered materials consisting of layers with different compositions that are only a few atom layers thick, nano-porous materials, intercalation compounds with different layers of intercalants, mixed cluster compounds, and many more variations. Common to all these nanomaterials is the fact that during the synthesis process, some control must be exerted to generate compositional or structural variation on the nanolevel, or to produce nanosize polymorphs of materials usually synthesized on the bulk level only.

From a theoretical point of view, the challenge posed by the development and understanding of nanomaterials is threefold: Identification of nanosize materials that are stable enough to be of use in scientific or technological applications, study of their properties in general, and their dynamics in particular, and finally the design of routes to their synthesis.

In all three areas, a detailed investigation of the en-
ergy landscape can be of great help. This is perhaps most obvious in the identification of stable nano-size compounds, which correspond to locally ergodic regions on the landscape. Similarly, the structural dynamics on the atomic level of nanosize compounds, such as molecules or clusters, takes place on the energy landscape of the system, where it moves among the locally ergodic regions. While in bulk materials the details of the transition are often of secondary importance (and are only discussed in terms of large scale changes), the possible atomically resolved landscape trajectories are much more relevant for nano-size objects. The same holds true with respect to the design of optimal synthesis routes, be they of the bottom-up or the top-down variety, or some combination thereof. Here, too, knowledge of intermediary structures, their stability and the possible transitions to neighbouring polymorphs, should allow us to select and adjust the best set of synthesis routes and parameters.

In this paper, we will first introduce some central energy landscape concepts, followed by a short overview of frequently used powerful global and local landscape exploration methods; in the appendix, we present a brief introduction to the modular G42+ code, which allows the application of several of these methods to various types of nanomaterials and their combinations. The second part of the paper will be devoted to the presentation of a number of applications of these energy landscape techniques in the field of nanomaterials.

II. Energy landscape concepts

In general, an energy landscape consists of three elements: a set of configurations or states \( \{x\} \), a function which assigns to each state \( x \) a real number \( E(x) \), and a neighbourhood relation, which tells us which states are the neighbours \( \{N(x)\} \) of a given state \( x \).

The set of configurations can e.g. be a finite set of discrete states, a compact (finite) subset of a continuous space, an infinite set of countably infinitely many discrete states, or an infinite space. Examples of the first kind are e.g. the discrete configurations of a set of localized spin-1/2 atoms aligned to a magnetic axis: for example, a system of \( N \) spin-1/2 atoms has \( 2^N \) configurations. An example of type two, a finite subset of a continuous space, would be the possible orientations of a molecule in space given by the angles \( \theta (0 \leq \theta \leq \pi) \) and \( \phi (0 \leq \phi \leq 2\pi) \). A set of configurations of the third type is e.g. a crystal (in the thermodynamic limit) of complex anions that can only take on a small number of different orientations with respect to the crystal axes at low temperatures. Finally, there are the infinitely many possible arrangements of the \( N \) atoms in any chemical system located somewhere in our three-dimensional Euclidean space \( \mathbb{R}^3 \), \( \vec{x} = (x_1, \ldots, x_N) \), or the combination of atom arrangements with the momenta of the atoms, \( (\vec{x}, \vec{p}) \), where \( \vec{p} = (p_1, \ldots, p_N) \). The \( 6N \)-dimensional space of the \( (\vec{x}, \vec{p}) \) is the so-called phase space of the system, while the \( 3N \)-dimensional space of the vectors \( \vec{x} \) is called the configuration space. In the following, we will focus only on chemical systems.

In general, the energy \( E(\vec{x}) \) consists of both potential and kinetic energy, \( E = E_{\text{pot}}(\vec{x}) + E_{\text{kin}}(\vec{p}) \), but in many cases we are only interested in the potential energy \( E_{\text{pot}}(\vec{x}) \). For non-zero pressures, this is extended to what might be called the “potential enthalpy”, \( H_{\text{pot}}(\vec{x}) = E_{\text{pot}}(\vec{x}) + pV(\vec{x}) \). For certain specific questions, we sometimes want to study only small parts of the configuration space. To achieve this, we can explicitly restrict the configuration space, of course. However, this can be rather complicated, and thus one employs an alternative: one adds to the standard energy function a so-called penalty function, which assigns very high energy values to those configurations, which we want to avoid, and is zero otherwise. The sum of the energy plus the penalty term is called a cost function, and one often speaks in this case of a cost function landscape instead of an energy landscape. An example of a cost function is the linear combination of the potential energy with the difference between measured and computed X-ray diffractograms, commonly used for X-ray structure solution [7–9].

Finally, there is the neighbourhood relation. There are two types of neighbourhoods, those which reflect the physics of the system, at least of chemical or physical systems, and those which represent the way we want to explore the configuration space. Most intuitive is the neighbourhood in systems with continuous phase or state spaces where we want to study the dynamics according to physical laws such as the Newtonian dynamics. In that case, the neighbourhood is the same as the intuitive neighbourhoods in Euclidean spaces, i.e. the neighbours of a state \( \vec{x} \) are those states \( \vec{x}' \) that differ by an infinitesimal displacement \( \vec{d} \) from \( \vec{x} \), \( \vec{x}' = \vec{x} + \vec{d} \). However, already for discrete sets of states, it is obvious that we have much freedom in choosing such a neighbourhood. But besides the study of the physical dynamics of a system, we might want to explore the low-energy states of the system most efficiently, and thus we might define or construct neighbourhoods, which allow us to achieve this goal. In particular when developing so-called global optimization algorithms for finding the minima or maxima of a cost function, much of the secret to success is in the choice of the neighbourhood relation, usually called the moveclass in this context.

The real time evolution of any physical or chemical system corresponds to a trajectory in the configuration or phase space, which can be visualized as the path of a walker on the energy landscape of the system. On the smallest time scales that are typically simulated (femto seconds), the rules according to which the system evolves are Newton’s equations, whose solutions lead to the molecular dynamics simulations [10]. But on slightly larger time scales, e.g. those that are longer than typical vibration times, the Newtonian dynamics can be replaced by an appropriate stochastic dynamics [11], in particular when we are studying the evolution of the sys-
tem at constant temperature which requires stochastic-like terms already in the molecular dynamics simulations. This so-called random-walker picture of the time evolution is often implemented via the so-called Monte Carlo algorithm with the Metropolis acceptance criterion [11]: we select a neighbour state \( \vec{x} \) in \( N(\vec{x}) \), compute the energy difference between the two states, \( \Delta E = E(\vec{x}') - E(\vec{x}) \), and compare the “Boltzmann-like” factor \( f = \exp(-\Delta E/k_B T) \) with a random number \( r \) drawn from the interval \([0, 1]\). If \( f \geq r \), we accept the move, and if \( f < r \), we reject it. It can be shown that for reasonable moveclasses \( N(\vec{x}) \), this procedure leads to a random walk, which visits all states in configuration space according to the Boltzmann probability. Thus after infinite time, the time averages over this trajectory equal the ensemble averages over the configuration space. This equality of time and ensemble average is known as the ergodicity of the system.

The issue of ergodicity is a very important point, which highlights the difference between the kind of complex energy landscapes exhibited by chemical systems, and the simple landscape of e.g. a harmonic oscillator. In the case of the harmonic oscillator, the energy landscape has a very low-dimensional configuration space, and furthermore, only one local minimum, which is at the same time the global minimum, and finally, the landscape does not exhibit any labyrinthine features. Thus, there exists only one time scale of interest for the dynamics: the equilibration time \( t_{eq} \) of the oscillator, such that for observation times \( t_{obs} > t_{eq} \), all time averages equal the ensemble average of observables \( O \) within a predefined accuracy \( \alpha \), \( |\langle O \rangle_{eq} - \langle O \rangle_{obs}| < \alpha \). Thus, the system is globally, and at the same time also locally ergodic [12]. Of course, if we let \( \alpha \) become infinitesimally small, then \( t_{eq} \) increases to infinity, but for practical purposes, there is a limit to the experimental measurement accuracy, and thus \( t_{eq} \) is a finite quantity. Similarly, the observable \( O \), whose averages we compute, also has some influence on the value of the equilibration time, \( t_{eq} = t_{eq}(O, \alpha) \).

But for complex energy landscapes, there are many time scales of interest, associated with the so-called locally ergodic regions (LER) of the energy landscape [12–14]. The barrier structure on this landscape is usually so complicated that there exists a multitude of regions of the landscape, where any typical trajectory that starts within such a region \( R \) stays within the region for a long enough time such that the time averages along the trajectory are equal to the ensemble averages restricted to this region \( R \), with an accuracy \( \alpha \). The shortest observation time for which this is true is again the equilibration time, but in this case, this is the equilibration time only for the region \( R \), while other regions have different equilibration times. But, it is clear that after a certain time, called the escape time of the region, the random walker on his trajectory will have left the region \( R \) with probability \( \beta \). While this region is still locally equilibrated, the region is no longer locally ergodic: it was only locally ergodic for observation times in the interval \( t_{eq}(R; \alpha) < t_{obs} < t_{esc}(R; \beta) \) [12–14]. Nevertheless, on a time scale at which the region is locally ergodic, we are allowed to compute thermodynamic quantities restricted to this region via an ensemble average, i.e. by performing a summation over all the states in the region weighted by the Boltzmann factor. In particular, we can compute the local free energy \( F(R) = -k_B T \ln(Z(R)) \), with \( Z(R) = \sum_{\vec{x} \in R} \exp(-E_\vec{x}/k_B T) \).

We note that both equilibration and escape times will depend on the temperature experienced by the system, and therefore the existence and size of locally ergodic regions depend on temperature, too. In general, we can view the energy landscape as function of observation time (see Fig. 1), and we find that for each given value of \( t_{obs} \), the landscape will break up into different locally ergodic regions that can exist on this observation time scale. As \( t_{obs} \) grows, many of the former LERs will vanish, often merging in the process into larger regions, but not always: Think of an amorphous compound, where we have local ergodicity on the time scales of vibrational motion. But once we go to longer time scales, the system is only marginally ergodic (indicated by the dashed lines in Fig. 1), i.e. the equilibration time of every region \( R \) is never quite reached: \( t_{esc}(R) \neq t_{eq}(R) \), which results in so-called aging phenomena [15].

An important point to note is that viewing and constructing the landscape for different observation times does not correspond to watching the time evolution of the system! At each value of \( t_{obs} \), all the LERs are completely independent of each other: they do not know of each other; else they would not be locally ergodic in the first place. It might be more appropriate to treat these \( t_{obs} \)-views of the landscape not as snapshots of a process, but as a depiction of all potentially existing metastable regions of the system on this time scale. This subtlety also applies to the interpretation of the often used statement that the system is most likely found in the region with the lowest local free energy, since \( p(R) \propto \exp(-F(R)/k_B T) \). However, this statement only makes sense if we deal with a system that has evolved for time scales larger than the global equilibration time \( t_{eq} \), i.e. it is already globally ergodic, and we want to make a short measurement on a time scale \( t_{obs} \ll t_{eq} \).

In this case, we will essentially pick a region \( R \) at random to study, with probability \( p(R) \) from among all regions which are locally ergodic on time scale \( t_{obs} \). For after the total system has equilibrated (having evolved for times larger than \( t_{eq}^{\text{glob}} \)), we now only know in a probabilistic fashion (according to the Boltzmann probability) the location of the system at the moment when we start our short measurement - all memory of the detailed trajectory the system has followed throughout its time-evolution towards global equilibrium has vanished during the process of global equilibration.

At very low temperatures, the escape times of many local minima of the energy landscape are much larger than the corresponding equilibration times, and thus in-
Figure 1. Schematic plot of the range of local ergodicity as function of observation time with free enthalpy $G$, for typical locally ergodic regions of a bulk chemical system for a given temperature: $C$ correspond to individual local minima of a particular equilibrium defect configuration of a crystal or amorphous compound; $B_1 - B_3$ are amorphous compounds; $A_1 - A_3$ are solid solutions or structures with rotating complex anions; $P_2 - P_5$ are metastable crystalline compounds; $P_1$ is the thermodynamically stable state.

Individual local minima such as defect configurations of a crystal specified on the atomic level are locally ergodic. And at somewhat elevated temperatures, the LERs often encompass many structurally closely related minima, such as all equilibrium defect configurations associated with a particular crystalline modification, the multiple orientations of complex anions that can convert at high temperatures, or partial occupations of various sites in a crystalline structure. These multi-minima basins also form locally ergodic regions, and represent regions of the energy landscape that correspond to real crystals (i.e., crystals with equilibrium defects), high-temperature crystals with complex anions, or solid solutions, respectively. Thus knowing the LERs as function of observation time and temperature, is essentially equivalent to knowing which compounds can potentially exist in this chemical system and how stable they are.

In particular, information about the local minima on the energy landscape, together with information about the barrier structure and thus the kinetic stability of the local minima and possible transformations among them, serves as an essential first step towards the goal of identifying locally ergodic regions [12–14]. This insight lies behind the wide-spread application of global optimization techniques to the study of complex energy landscapes [13,14,16], where it is of great importance to determine both the global minimum and as many local minima as possible, and the barriers separating them.

But most global optimization methods do not provide us with much information about the barrier structure of the landscape. Thus, it is necessary, to employ additional algorithms that yield the escape times from the locally ergodic regions via the measurement of the generalized barriers separating the LERs. We use the term generalized barriers, since the time evolution of a system with a complex energy landscape is not only controlled by energetic barriers, well-known from simple double-well systems, but also by entropic and dynamical barriers, whose importance increases rapidly with the number of degrees of freedom of the system [17,18]. Thus, the appropriate quantity that describes the dynamics of the system on the time scales beyond the vibrational periods is the so-called probability flow among the locally ergodic regions, e.g. among the minima [19,20]. As mentioned above, we can visualize the time evolution as a stochastic dynamics, and thus we no longer deal with a single trajectory but bundles of trajectories (e.g. by repeating the same stochastic simulation many times with a different random number sequence), and we can register the probability $p(B_i,A)$ to arrive in region $B_i$ after a certain number of steps (or after a certain time) if we have started at region $A$ at time zero. From this flow, we can deduce the transition probabilities among the various minima as function of energy level and temperature, and the probability to remain inside the initial region or return within the measurement time interval, the so-called “return-probability” [19]. These probabilities yield the escape time and thus the degree of kinetic stability of the region. In the final consequence this allows us to model the time evolution of the system as a stochastic process, which can be controlled and optimized, in principle [21].

Finally, we would like to compare the thermodynamic weight of the different locally ergodic regions. The most straightforward approach would be the evalu-
ation of the local free energy via e.g. the vibrational free energy for one or many local minima plus the configurational entropy due to the multitude of local minima inside one LER. More complex methods compute the difference of free energies via umbrella sampling techniques between two or more LERs [22,23]. Finally, we can directly sample the local density of states within the locally ergodic region and perform a Boltzmann summation over all these states to yield the local free energy.

III. Global exploration methods

As indicated above, we need methods that allow us to find local minima, measure barriers and probability flows, and compute the local free energies. The global optimization methods in particular are legion, and we refer to the literature for some (partial) overview over methods that have been employed in the field of chemistry, physics and materials science [13,14,16,24]. We shortly mention the methods that have been employed in the examples described in the next section: simulated annealing [25], basin hopping [26] and genetic algorithms [27]. All three are stochastic exploration techniques; the first two can be performed with many or only one walker at a time, while the third one only makes sense for an ensemble of walkers. The moveclass for generating single walker trajectories in these algorithms for chemical systems consists of displacements of one or several atoms or molecules, rotations and deformations of molecules, changes of the cell parameters of the periodically repeated simulation cell (for crystalline or large amorphous compounds), and exchange of atom positions. The multi-walker moves are typically so-called pair-wise cross-over moves, where the atom positions (and/or cell vectors) belonging to two different configurations (i.e. the walkers) are mixed up and exchanged, in analogy to the exchange of genes in biological systems. While simulated annealing usually employs both small (minor changes in the configuration) and large moves (major changes of the atom arrangement), basin hopping and genetic algorithms predominantly use large moves (hence the term hopping). Here, it has proven useful to follow up each of these large moves with a local minimization, and then to decide the acceptance of the move based on the energy of the minimized configuration.

For the measurement of the probability flow and the estimation of the energy barriers in the examples below, we have employed the threshold algorithm [28,29]. In this method, one starts from a number of local minima determined during a global optimization stage, and performs random walks below a sequence of fixed energy lids or thresholds. During the random walks, one frequently performs a local minimization, in order to determine whether a new minimum has been reached. From the lowest threshold where a new minimum is found, we can estimate the height of the energy barrier between the minima; the probability to find the original minimum yields the so-called return probability and thus the escape time as function of energy; and from the probability to end up in a side minimum, we obtain the transition probability between the minima, again as function of energy lid [19,20,30].

Most of the work presented here has been performed using the so-called G42+ code (see appendix), where many of the algorithms mentioned above have been implemented.

IV. Prototypical example systems

4.1. Magnesium oxide

As a first example, we discuss landscape explorations that have been performed in the system MgO. Besides the bulk modifications, for this system, one is also interested in meso- and nano-size crystallites, and thick and thin films. The interior of the crystallites is expected to consist of some crystalline modification, whose existence and stability can be predicted via the global exploration of the MgO-system using variable simulation cells with periodic boundary conditions. Using simulated annealing and threshold runs [31], we have found, in addition to the ground state NaCl (rock salt)-type polymorph, a large number of metastable modifications exhibiting e.g. the 5-5-structure type [32] (best described as an ionic analogue to the hexagonal modification of boron nitride), the sphalerite-, β-BeO-, and wurtzite-type, plus intergrowth combinations among these (c.f. Fig. 2). Based on the outcome of the threshold runs, all these modifications could be expected to be reasonably stable kinetically.

On the other hand, for nanometer-size clusters, global exploration of such small finite systems by Woodley, Farrow and co-workers [33] has yielded cluster modifications, some of which look like cut-outs from various bulk modifications while others have no corresponding infinite periodic structure. Of particular interest for the work presented here is the fact that among the low-energy stable clusters we encounter cut-outs of the rock salt and of the 5-5-type bulk modifications.

For the present study, we have used the G42+ code to perform additional global explorations of the landscape of possible structures that can form for five different concentrations of Mg- and O-atoms per unit area placed as a monolayer on a specific surface. In the example shown here, we use a ten atom layer thick slab of (001)-Al₂O₃, employing a fixed orthorhombic simulation cell that is periodic in the xy-direction (a = 9.52 Å, b = 8.47 Å, c = ∞). The densities varied between ρ = 0.148 and ρ = 0.248 atoms/Å² (corresponding density of a monolayer in the experimental bulk NaCl-type structure is about ρ = 0.224 atoms/Å²). For each concentration of the monolayer, we find that the global minimum corresponds to a cut-out of the MgO bulk ground state (see Figs. 3a,b). However, there exist a multitude of additional atom arrangements, many of which are variations of the NaCl-type structure, of course. But a very interesting class of minimum energy structures that
Figure 2. Three examples of modifications of crystalline MgO from global empirical potential searches followed by ab initio minimizations (red = Mg atom, blue = O atom): a) rock salt (NaCl)-type; b) 5-5-type, c) intergrowth of rock salt- and 5-5-type

It is very encouraging that recent experimental studies of the epitaxial growth of MgO on sapphire [34] have observed indications of an intermediary structure between the wurtzite and the rocksalt modification (NaCl-type) of MgO, on an ab initio energy landscape (density functional theory, using Quantum Espresso [40] with pseudo-potentials for Si and C) restricted to stochastic moves only within one monolayer. All the local minima observed were subsequently re-optimized in three dimensions after applying small random displacements, to check their stability as a free-standing monolayer.

Figures 4a-c show the three minimum energy configurations with the lowest energy observed for the composition C:Si = 1:1, all three being derivatives of the graphene structure. We note that when restricted to two dimensions, all the global minima for the compositions \( C, C_3Si, C_2Si, CSi, CSi_2, CSi_3, \) and Si are slightly distorted variants of the graphene network, with Si and C freely occupying the locations of the carbon atoms in graphene. These planar minimum energy configurations are stable in three dimensions against small (\( < 0.5 \) Å) atom displacements as long as the local concentration of Si-atoms does not become too high; isolated pairs or triplets of Si-atoms appear to be mostly stable, but larger clusters often lead to instabilities. However, it is very noticeable that with increasing Si-content, the number of stable two-dimensional networks in general...
Figure 3. Four instances of local minima of a MgO-monolayer on a sapphire substrate based on global empirical potential (Coulomb+Lennard-Jones interactions) calculations (red = O atom, green = Mg atom, blue = Al atom). In figures a) - d), the substrate is not being shown, while in figures e) - h) the substrate atoms are included: a) and e): global minimum for $\rho = 0.148$ atoms/Å$^2$; b) and f): global minimum for $\rho = 0.248$ atoms/Å$^2$; c) and g): 5-5-type monolayer for $\rho = 0.148$ atoms/Å$^2$; d) and h): intergrowth between rock salt and 5-5-type monolayer for $\rho = 0.198$ atoms/Å$^2$.

The fixed periodic simulation cell is outlined in black.

decreases, and for Si:C = 3:1 nearly all structures buckle during the 3D-optimization. In this context, we note that the “2D-instability” we discuss here refers to corrugations on the nearest-neighbor level; the long-range instability of every 2D-network cannot be expected to be visible for the small system sizes that can be studied globally on ab initio level.

In addition to the graphene variants, there exist for any composition in the Si/C monolayer system a plethora of alternative structures exhibiting combinations of preferably four-, five-, six-, seven- and eight-rings, which might be accessible to the experiment (see
Figure 4. Six examples of local minima for quasi-two-dimensional monolayers in the C/Si-system based on global ab initio energy searches (blue = C atom, red = Si atom): a) - c) three different graphene-derivatives for composition C : Si = 1 : 1 (the global minimum for this composition is the alternating arrangement of Si and C atoms in 4a)); d) (8-6-4)-ring carbon network (also found for several ratios of Si:C); e) (8-4)-ring carbon network (also found for essentially all ratios of Si:C); f) Carbon-network generated around a lattice of exclusion zones depicted as large red discs (analogous to templating of zeolites in three dimensions). The optimized final simulation cell for the structure shown is outlined in black. Note that the shape of the optimized simulation cell is usually different from the conventional unit cell of the modification.

Figs. 4d-e). Unsurprisingly the number of non-graphene networks greatly exceeds the graphene-like ones. Configurations with larger rings are also observed, but these are higher in energy and thus are not expected to appear in experiment unless we perform the synthesis on a substrate which exhibits a high density of fixed atom-defects. Figure 4f shows an energetically very favorable carbon network for such a situation, reminiscent of the template effect in zeolite synthesis.

The next step in the investigation might be e.g. the theoretical study of the electronic and thermodynamic properties of these networks as function of composition; however, this goes beyond the remit of this paper which focusses on the information that can be gained from the energy landscape itself.

### 4.3. Stability of modifications of small clusters

As a third example system, we present a summary of a recent energy landscape study [41] of the intermetallic cluster Cu₄Ag₄. As a first step, a genetic algorithm (implemented in the Birmingham-cluster-genetic-algorithm code [42]) was employed to identify promising configurations on an empirical potential (Gupta-many-body potential) and on an ab initio (DFT, using Quantum Espresso [40]) energy landscape. It was found that the existence and ranking of the various minimum energy structures differed between the empirical and ab initio landscape. We note that this is quite often the case for such small systems - frequently even very good ab initio local minima are not kinetically stable at empirical potential level, and conversely.

Next, the threshold algorithm in the G42+ code was employed on both the Gupta-potential and the ab initio level, yielding tree-graph representations of these landscapes. We find that the various configurations can be allocated to different basins, where some sub-basins of closely related structures are noticeable. Quite generally, the ab initio landscape (see Fig. 5) was more frustrated and exhibited larger energy barriers than the Gupta-potential landscape. In addition, we studied the probability flow (not shown) and the local densities of states, which refined the observations represented in the tree-graphs by depicting the dynamical barriers in the system plus the relative sizes of the various basins. For more details, we refer to reference [41].

### 4.4. Structure formation of molecules on a surface

Finally, we present the results of the global optimization (using a basin-hopping-simulated annealing algorithm) of a layer of flexible ethane molecules on an ideally smooth substrate with a relatively low fixed density (ρ ≈ 0.025 ethane molecules/Å²), employing the
Figure 5. Tree graph of the ab initio energy landscape for Cu₄Ag₄-cluster system based on global threshold explorations. For pictures of the different cluster modifications - labeled TcTd (tetracapped tetrahedron), Dodec (dodecahedron), McPB (monocapped pentagonal bipyramid), BcOh (bicapped octahedron), McTP (monocapped triagonal prism), buck-P (buckled bicapped pentagon), c.f. reference 41.

The energy landscape was explored on the ab initio level (DFT, using Quantum Espresso [40] with pseudo-potentials for C and H), with additional averaged van-der-Waals interactions between the molecule and the substrate. Figure 6 shows three of the many possible quasi-two-dimensional lattices formed by the ethane molecules. We note that the various minimum energy configurations of individual molecules mainly fall into two categories: those, where the axis of the ethane molecule is parallel to the substrate (Fig. 6b), and those, where it is orthogonal (Fig. 6a). Figure 6c shows a typical energy minimum configuration for four molecules / simulation cell.

Again, a very large number of local minima exist on the energy landscape of this system, as it does in all the studies shown in this paper. In this context we note that if we do not force the molecules to remain in a monolayer for most of the global search by allowing arbitrary changes in the shape of the simulation cell, we can end up with multi-layered crystal structures of ethane molecules as the global minimum.

V. Conclusions

In the examples shown in the previous section, we have seen how the study of the energy landscape gives us an overview over the configurations that can potentially exist in a nanomaterial, whether it is a quasi-bulk nano- or meso-crystallite, a nano-meter size cluster, a thin film of a material known already in bulk form, a monolayer of extended (ionic or network-forming) material grown on top of a substrate or free-standing, or the possible arrangements of (organic) molecules on a given substrate surface. In addition, the study of the energy landscape can yield information about the stability of these configurations, and the most likely transformation paths. Finally, by studying the landscapes of the same system on cluster, film, and bulk level, we are able to gain some insights into the routes by which the system evolves, or might evolve, from the atomic to the bulk level.
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**Appendix: The G42+ code**

Many of the explorations presented in section 4 have been performed using the G42+ code. This code has a modular structure, i.e. one can combine a multitude of stochastic landscape exploration algorithms. One can use the code itself to generate a metascript, which allows a nearly unlimited combination of various exploration modules and repetition of this combination with different random numbers / starting structures / parameter choices.

The most important global optimization methods implemented are simulated annealing (with small and large basin-hopping-type moves, plus multi-walker cross-over moves) with and without multiple local minimizations in-between, constant temperature Monte-Carlo simulations, parallel tempering with many temperatures and pressures, (multiple) local minimizations such as stochastic quenches and/or gradient descent minimizations, and thermal cycling [43] and multi-quench algorithms. To this are added barrier exploration methods such as the threshold algorithm [28,29], and the prescribed path algorithm [35] (an extension of the nudged elastic band methods to widely separated minima).

As energy functions, both many fast built-in empirical potentials and interfaces to external codes with empirical potential (GULP [44], GROMACS[45], AMBER [46]) and ab initio energy functions (QUANTUM ESPRESSO [40], CRYSTAL [47], FPLO [48]) are available. The systems studied can be periodic in three and two dimensions (with variable simulation cells) or nonperiodic clusters/molecules. Furthermore, we can define arbitrary (periodic or non-periodic) background structures such as substrates or intercalation matrices etc. as the environment whereon or wherein the atoms / molecules of interest move.

The defining elements of each configuration are the three cell vectors, the positions of the atoms and molecules (plus the positions of the atoms within...
each molecule with respect to its center), plus the locations of a number of pseudo-atoms such as vacancies, free electrons, and exclusion zones. Furthermore, we can define perfect substrate surfaces, which interact with the mobile atoms and molecules via average vander-Waals forces and via image charges if we want to employ conducting substrates. All the cell vectors, and all atom positions regardless of whether the atoms are part of a molecule or independent, and also the positions of the pseudo-atoms can be varied or kept fixed according to the set-up of the problem one wants to study, and what kind of explorations one wishes to perform under which boundary conditions.

For more details, we refer to the G42+ manual [49].